Application of a heuristic method to solve nonlinear oscillators with irrational forces
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Abstract. This paper applies another amplitude-frequency relationship as of late established by Yazdi and Tehrani (Alexandria Engineering Journal 54 99-103, 2015) to analyze periodical solutions of nonlinear oscillators; such oscillators are considered emphatically nonlinear on the grounds that they contain an irrational force term. Estimation strategy is straightforward yet additionally helpful and its formulation depends on combining the energy balance technique with an uncommon collocation point. At long last, we uncover the convenience and proficiency of the proposed technique resolving three instances of conservative nonlinear oscillators in which the maximum relative error acquired is 2.5%. Exposed models show that the strategy has a high precision to solve mechanical issues of both small and huge estimations of the oscillation amplitude. Finally, the methodology used can be very useful for the study of nonlinear oscillators in basic undergraduate physics and mechanics courses.
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1. Introduction

Most of engineering problems, especially some oscillation equations are nonlinear, and in most cases it is difficult to solve such equations, especially analytically. Recently, it is exceptionally valuable to have creative and effective numerical techniques to understand nonlinear differential equations, since huge numbers of the models for depicting phenomena in both applied mathematics and engineering end up being given through nonlinear equations. In ongoing literature we can locate that a few analytical and estimated strategies have been created to solve nonlinear oscillators throughout the most recent decades, for example: The harmonic balance method [1, 2], which in practice is used to replace the
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non-linear forces in the oscillating systems by specially-constructed linear functions. The He’s variational approach [3] which is widely used to obtain an approximate analytical solutions for nonlinear problems. The energy balance technique [4, 5, 6], which can be seen as a Ritz method and leads to a very rapid convergence of the solution, and can be easily extended to other nonlinear oscillations. The Hamiltonian approach [7, 8], which is very simple but strongly depends upon the chosen location point. The use of special functions [9, 10]. The max-min approach [11, 12], which has millennia history. The Adomian decomposition technique [13], consisting of decomposing the solution into rapidly convergent series. The variational iteration method [14, 15, 16], based on the concepts of force and momentum, and homotopy perturbation [17, 18], which is an effective technique and convenient one for both weakly and strongly nonlinear equations. An investigation that can be an exceptionally valuable tool, where a large numbers of these techniques can be found in detail to take care of nonlinear issues of oscillatory type can be seen in [19, 20].

As of late, In [21] Yazdi and Tehrani improved improved exactness of the energy balance through Jacobi collocation technique to moderate nonlinear oscillators. In addition, we can see techniques for solving oscillatory problems for teaching purposes in [22, 23]. In this paper, we will uncover the new strategy proposed in [21] and we will likewise apply it to discover approximate solutions of certain nonlinear differential equations that model emphatically nonlinear oscillators with a nonsensical force and have made a comparison with the specific solution. The present method has the versatility and advantages of numerical methods for being applied directly to highly nonlinear problems and also have the elegance and other benefits of analytical techniques.

2. Solution method

The technique that we will uncover straightaway and which the perusers can discover in [21] with more prominent detail, ends up being the combination of the energy balance strategy with points that have an extremely extraordinary collocation point. It is worth mentioning that many of the modern techniques for solving oscillatory problems have been established by J. H. He. If the reader wishes to go deeper into the study, origin and fundamentals of collocation methods, energy balance methods, variational methods and Hamiltonian techniques we recommend references [24, 25, 26, 27, 28, 29, 30, 31].

2.1. The Jacobi polynomials and its basic properties

The Jacobi polynomials are generally used to tackle numerous issues in mathematics, physics, chemistry, biology, engineering and applied sciences. The Jacobi polynomials with general parameters \((\alpha, \beta > -1)\) are a sequence of polynomials \(P_{n}^{(\alpha,\beta)}(x)\), \((n = 0, 1, 2, \ldots)\), every one of degree \(n\).
The Jacobi polynomials $P_n^{(\alpha, \beta)}(x)$ are given explicitly by
\begin{equation}
P_n^{(\alpha, \beta)}(x) = \frac{1}{2^n} \sum_{k=0}^{n} \binom{n + \alpha}{n - k} \binom{n + \beta}{k} (x - 1)^k (x + 1)^{n-k},
\end{equation}
or, equivalently, by the well-known Rodrigues formula
\begin{equation}
(x - 1)^\alpha (x + 1)^\beta P_n^{(\alpha, \beta)}(x) = \frac{(-1)^n}{2^\alpha n!} \frac{d^n}{dx^n} [(1 - x)^{n+\alpha} (1 + x)^{n+\beta}], \quad x \in [-1, 1].
\end{equation}
Let $w^{(\alpha, \beta)}(x) = (x - 1)^\alpha (x + 1)^\beta$ be the Jacobi weight function. For $\alpha, \beta > -1$, the Jacobi polynomials satisfy the following orthogonality relation:
\begin{equation}
\int_{-1}^{1} P_n^{(\alpha, \beta)}(x) P_m^{(\alpha, \beta)}(x) w^{(\alpha, \beta)}(x) \, dx = C_n^{\alpha, \beta} \delta_{n,m}
\end{equation}
where $\delta_{n,m}$ is the Kronecker function, and
\begin{equation}
C_n^{\alpha, \beta} = \frac{2^{\alpha+\beta+1} \Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{n! (2n + \alpha + \beta + 1) \Gamma(n + \alpha + \beta + 1)}.
\end{equation}
The Jacobi polynomial is the solution the following second-order, homogeneous differential equation:
\begin{equation}
(1 - x^2)y'' + [\beta - \alpha - x(\alpha + \beta + 2)]y' + n(n + \alpha + \beta + 1)y = 0.
\end{equation}
The following recurrence relation generates the Jacobi polynomials [32]
\begin{equation}
P_n^{(\alpha, \beta)}(x) = (a_n^{(\alpha, \beta)}x - b_n^{(\alpha, \beta)}) P_{n-1}^{(\alpha, \beta)}(x) - c_n^{(\alpha, \beta)} P_{n-1}^{(\alpha, \beta)}(x), \quad n \geq 1
\end{equation}
\begin{align}
P_0^{(\alpha, \beta)}(x) &= 1, & P_1^{(\alpha, \beta)}(x) &= \frac{1}{2}((\alpha + \beta + 2)x + \alpha - \beta),
\end{align}
where
\begin{align}
a_n^{(\alpha, \beta)} &= \frac{(2n + \alpha + \beta + 1)(2n + \alpha + \beta + 2)}{(n + 1)(n + \alpha + \beta + 1)},
\end{align}
\begin{align}
b_n^{(\alpha, \beta)} &= \frac{(\beta^2 - \alpha^2)(2n + \alpha + \beta + 1)}{2(n + 1)(n + \alpha + \beta + 1)(2n + \alpha + \beta)},
\end{align}
\begin{align}
c_n^{(\alpha, \beta)} &= \frac{(n + \alpha)(n + \beta)(2n + \alpha + \beta + 2)}{(n + 1)(n + \alpha + \beta + 1)(2n + \alpha + \beta)}.
\end{align}
2.2. Basic idea of energy balance method with a special collocation point

Consider a one-dimensional, free nonlinear oscillator (undamped and unforced) governed by
\[ \ddot{u} + f(u) = 0, \quad (11) \]
with the initial conditions
\[ u(0) = A, \quad \dot{u}(0) = 0, \quad (12) \]
where a dot denotes differentiation with respect to the time \( t \), \( u \) is the dimensionless displacement, \( A \) will be a given constant, and the nonlinear restoring force \( f(u) \) is an odd function of \( u \), i.e. \( f(-u) = -f(u) \) for \( u \in [-A, A] \). Clearly \( u = 0 \) is the equilibrium position. The system oscillates between the symmetric limits \( -A \) and \( A \). In the event that \( f(u) \) is a nonlinear function, both period \( T \) and frequency \( \omega = 2\pi/T \) of the relating oscillation are reliant upon the amplitude of oscillation \( A \). The connection between the frequency and amplitude is the main property of a nonlinear oscillator; see [33, 34, 35, 36, 37, 38] and references therein.

The variational principle applied to Eq. (11) can be expressed as
\[ V(u) = \int_0^t \left\{ -\frac{1}{2} \dot{u}^2 + F(u) \right\} dt, \quad (13) \]
in which, \( F(u) = \int f(u) \, du \). Hence, its Hamiltonian function becomes
\[ H = \frac{1}{2} \dot{u}^2 + F(u) = F(A), \quad (14) \]
or equivalently
\[ R(t) = \frac{1}{2} \dot{u}^2 + F(u) - F(A) = 0. \quad (15) \]
According to the initial conditions (12), the trial function for Eq. (11) is introduced to determine the angular frequency:
\[ u(t) = A \cos(\omega t). \quad (16) \]
Substituting (16) into (15), the corresponding residual turns out to be [39]:
\[ R(t) = \frac{1}{2} A^2 \omega^2 \sin^2(\omega t) + F(A \cos(\omega t)) - F(A). \quad (17) \]
According to the classical energy balance method [39, 40, 41], we have
\[ \omega_{EBM}(A) = \frac{\sqrt{2(F(A) - F(A \cos(\omega t)))}}{A \sin(\omega t)}, \quad (18) \]
with the collocation point in \( \omega t = \frac{\pi}{4} \).
As of late, the regular energy balance method has been changed by M. K. Yazdi and P. H. Tehrani in [21], utilizing an extraordinary collocation point. As per the investigation done in [21], the approximate frequency as a function of \(A\) can be gotten as follows:

\[
\omega_{\text{app}}(A) = \frac{\sqrt{2(F(A) - F(A \cos(x_0 \pi)))}}{A \sin(x_0 \pi)},
\]

(19)

where \(x_0\) is the root of some one-degree Jacobi polynomial, this is, \(P_{1}^{(\alpha, \beta)}(x_0) = 0\). Both Jacobi polynomial parameters \((\alpha; \beta > -1)\) can be utilized to acquire an optimal estimation of \(x_0\). The precision relies extraordinarily on the collocation point. From (19) we get the following approximate periodic solution for (11)

\[
u_{\text{app}}(t) = A \cos(\omega_{\text{app}} \cdot t).
\]

(20)

The technique to find \(x_0\) is an open problem, however we have chosen it in a heuristic way.

3. Numerical examples

In this section, we provide three examples to illustrate the use, ease and effectiveness of the proposed method. In each example we compare our results with the exact results found in the literature to show that the proposed method is accurate and efficient. It is not the objective of the present study to compare the method with other existing methods since we intend to expose this technique for didactic purposes only.

Example 1.

The governing non-dimensional nonlinear differential equation of motion for the relativistic oscillator is [42]:

\[
\ddot{u} + \frac{u}{\sqrt{1 + u^2}} = 0, \quad u(0) = A, \quad \dot{u}(0) = 0,
\]

(21)

where \(f(u) = \frac{u}{\sqrt{1 + u^2}}\). Calculating we have

\[
F(u) = \int f(u)du = \int \frac{u}{\sqrt{1 + u^2}}du = \sqrt{1 + u^2},
\]

(22)

therefore, we obtain

\[
F(A) = \sqrt{1 + A^2} \quad \text{and} \quad F(A \cos(\pi x_0)) = \sqrt{1 + A^2 \cos^2(\pi x_0)},
\]

(23)

and the exact frequency is given by [41]:

\[
\omega_{\text{ex}}(A) = \frac{\pi}{2 \int_0^A \frac{dy}{\sqrt{2(\sqrt{1 + A^2} - \sqrt{1 + y^2})}}},
\]

(24)

So as to apply the previously mentioned method for finding the approximate frequency and solution of the oscillator (21), we propose to consider the Jacobi polynomial \(P_{1}^{(864,1441)}(x)\),
whose root is \( x_0 = 0.250108 \).
Choosing the collocation point \( \omega t = 0.250108\pi \), the analytical approximation to periodic solution of the nonlinear oscillator is

\[ u(t) = A \cos(\omega_{\text{app}}(A)t), \]

where

\[ \omega_{\text{app}}(A) = \frac{\sqrt{2\sqrt{1 + A^2} - 2\sqrt{1 + A^2 \cos^2(0.250108\pi)}}}{A \sin(0.250108\pi)}, \]

which has a high accuracy, see Figs. 1 and 2.
Table 1 shows a comparison between the approximate frequencies \( \omega_{\text{app}}(A) \) and the exact frequencies \( \omega_{\text{ex}}(A) \) for different values of \( A \), a decent solution is acquired.

<table>
<thead>
<tr>
<th>( A )</th>
<th>( \omega_{\text{app}}(A) ) Eq. (26)</th>
<th>( \omega_{\text{ex}}(A) ) Eq. (24)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.999981</td>
<td>0.999981</td>
<td>0.00%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.998135</td>
<td>0.998135</td>
<td>0.00%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.958123</td>
<td>0.958338</td>
<td>0.02%</td>
</tr>
<tr>
<td>1</td>
<td>0.870586</td>
<td>0.872342</td>
<td>0.20%</td>
</tr>
<tr>
<td>5</td>
<td>0.477493</td>
<td>0.486634</td>
<td>1.87%</td>
</tr>
<tr>
<td>10</td>
<td>0.341110</td>
<td>0.349115</td>
<td>2.29%</td>
</tr>
<tr>
<td>50</td>
<td>0.153064</td>
<td>0.157029</td>
<td>2.52%</td>
</tr>
<tr>
<td>100</td>
<td>0.108244</td>
<td>0.111062</td>
<td>2.53%</td>
</tr>
<tr>
<td>1000</td>
<td>0.034231</td>
<td>0.035124</td>
<td>2.54%</td>
</tr>
<tr>
<td>10000</td>
<td>0.0010824</td>
<td>0.001107</td>
<td>2.54%</td>
</tr>
<tr>
<td>100000</td>
<td>0.0003423</td>
<td>0.0003512</td>
<td>2.54%</td>
</tr>
</tbody>
</table>

Table 1: Comparison between frequencies \( \omega_{\text{app}}(A) \) and \( \omega_{\text{ex}}(A) \) for different values of \( A \).
Figure 1: Example 1: comparison of the approximate periodic solution (dashed) with exact solution (blue) for $A = 5$.

Figure 2: Example 1: comparison of the approximate periodic solution (dashed) with exact solution (blue) for $A = 50$.

We consider our approximation to be acceptable, since the best approximation to this problem had shown a maximum error of $1.6\%$ for all the range of values of amplitude of oscillation $A$ [43].

**Example 2**

The motion equation for a mass attached to a stretched elastic wire is governed by the
mathematical model with initial conditions given by [1, 8]
\[ \ddot{u} + u - \frac{\gamma u}{\sqrt{1 + u^2}} = 0, \quad u(0) = A, \quad \dot{u}(0) = 0, \quad 0 < \gamma < 1. \] (27)

If \( f(u) = u - \frac{\gamma u}{\sqrt{1 + u^2}} \), calculating we have
\[ F(u) = \int f(u) \, du = \frac{u^2}{2} - \gamma \sqrt{1 + u^2}. \] (28)

Considering the above, we obtain
\[ F(A) = \frac{A^2}{2} - \gamma \sqrt{1 + A^2}, \]
\[ F(A \cos(\pi x_0)) = \frac{A^2 \cos^2(\pi x_0)}{2} - \gamma \sqrt{1 + A^2 \cos^2(\pi x_0)}. \] (29)

The exact vibration frequency \( \omega_{ex} \) can be derived by direct integration of governing Eq. (27) as follows [41, 44]:
\[ \omega_{ex}(A) = \pi \left( 2 \int_0^A \frac{dy}{\sqrt{(A^2 - y^2) - 2\gamma(\sqrt{1 + A^2} - \sqrt{1 + y^2})}} \right)^{-1}. \] (30)

**Case \( \gamma = 0.25 \)**

For this situation, we propose to consider the Jacobi polynomial \( P_{110}^{(856, 1425)}(x) \) whose root is \( x_0 = 0.24923 \). By choosing the collocation point \( \omega t = 0.24923\pi \), the approximation to periodic solution of the nonlinear oscillator is
\[ u(t) = A \cos(\omega_{app}(A)t), \] (31)
where
\[ \omega_{app}(A) = \sqrt{A^2 \sin^2(0.24923\pi) + (0.5)(\sqrt{1 + A^2 \cos^2(0.24923\pi)} - \sqrt{1 + A^2})} \frac{1}{A \sin(0.24923\pi)}. \] (32)
Here we propose to consider the Jacobi polynomial $P_{l_{457.763}}^{(1)}(x)$ whose root is $x_0 = 0.250409$. Besides we choose the collocation point $\omega t = 0.250409\pi$, the approximation to periodic solution of the nonlinear oscillator is

$$u(t) = A\cos(\omega_{\text{app}}(A)t), \quad (33)$$

where

$$\omega_{\text{app}}(A) = \frac{\sqrt{A^2 \sin^2(0.250409\pi) + (1.5)[\sqrt{1 + A^2 \cos^2(0.250409\pi)} - \sqrt{1 + A^2}]} \sin(0.250409\pi)}{A \sin(0.250409\pi)}. \quad (34)$$

In order to illustrate that our obtained result is a nice approximation to the exact solution, we compute numerical examples assuming $A = 50$ and $\gamma = 0.25, 0.75$, see Fig. 3 and Fig. 4, respectively, and also Table 2.

**Table 2: Comparison between frequencies $\omega_{\text{app}}(A)$ and $\omega_{\text{ex}}(A)$ for different values of $A$.**

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$A$</th>
<th>$\omega_{\text{app}}(A)$ Eq. (32)</th>
<th>$\omega_{\text{ex}}(A)$ Eq. (30)</th>
<th>Rel. Error (%)</th>
<th>$\omega_{\text{app}}(A)$ Eq. (34)</th>
<th>$\omega_{\text{ex}}(A)$ Eq. (30)</th>
<th>Rel. Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.01</td>
<td>0.866031</td>
<td>0.866031</td>
<td>0.00%</td>
<td>0.500028</td>
<td>0.500028</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.866563</td>
<td>0.866563</td>
<td>0.00%</td>
<td>0.502786</td>
<td>0.502786</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.877786</td>
<td>0.877676</td>
<td>0.01%</td>
<td>0.558091</td>
<td>0.557297</td>
<td>0.14%</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.900299</td>
<td>0.899558</td>
<td>0.08%</td>
<td>0.656870</td>
<td>0.652771</td>
<td>0.62%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.971089</td>
<td>0.969220</td>
<td>0.19%</td>
<td>0.910461</td>
<td>0.904141</td>
<td>0.69%</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.985352</td>
<td>0.984197</td>
<td>0.11%</td>
<td>0.955353</td>
<td>0.951696</td>
<td>0.38%</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.997068</td>
<td>0.996814</td>
<td>0.02%</td>
<td>0.991172</td>
<td>0.990407</td>
<td>0.07%</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.998535</td>
<td>0.998407</td>
<td>0.01%</td>
<td>0.995595</td>
<td>0.995214</td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.999854</td>
<td>0.999841</td>
<td>0.00%</td>
<td>0.999560</td>
<td>0.999522</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>0.999985</td>
<td>0.999984</td>
<td>0.00%</td>
<td>0.999956</td>
<td>0.999952</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>100000</td>
<td>0.999999</td>
<td>0.999998</td>
<td>0.00%</td>
<td>0.999996</td>
<td>0.999995</td>
<td>0.00%</td>
</tr>
</tbody>
</table>
Figure 3: Example 2: comparison of the approximate periodic solution (dashed) with exact solution (green) for $A = 50$ and $\gamma = 0.25$.

Figure 4: Example 2: comparison of the approximate periodic solution (dashed) with exact solution (green) for $A = 50$ and $\gamma = 0.75$.

We consider our approximation to be acceptable, since the best approximation to this problem had shown a maximum error of 0.8% for all the range of values of amplitude of oscillation $A$ [4].

**Example 3**
Consider the Duffing-relativistic oscillator [45]:
\[ \ddot{u} + u + u^3 - \frac{\lambda u}{\sqrt{1 + u^2}} = 0, \quad u(0) = A, \quad \dot{u}(0) = 0, \]  
(35)
where \( 0 < \lambda < 1 \) is a constant. Since \( f(u) = u + u^3 - \frac{\lambda u}{\sqrt{1 + u^2}} \), we get
\[ F(u) = \int f(u) du = \frac{u^2}{2} + \frac{u^4}{4} - \lambda \sqrt{1 + u^2}. \]  
(36)
As a consequence, we have
\[ F(A) = \frac{A^2}{2} + \frac{A^4}{4} - \lambda \sqrt{1 + A^2}, \]  
(37)
\[ F(A \cos(\pi x_0)) = \frac{A^2 \cos^2(\pi x_0)}{2} + \frac{A^4 \cos^4(\pi x_0)}{4} - \lambda \sqrt{1 + A^2 \cos^2(\pi x_0)}. \]  
(38)
We remark that Eq. (35) is a numerical model of a conservative system. The exact frequency \( \omega_{ex} \) of this oscillator is given as [45]:
\[ \omega_{ex}(A) = \pi \left( 2 \int_0^A \frac{dy}{\sqrt{(A^2 - y^2) + \frac{1}{2} (A^4 - y^4) - 2\lambda(\sqrt{A^2 + 1} - \sqrt{y^2 + 1})}} \right)^{-1}. \]  
(39)

Case \( \lambda = 0.5 \)

For this value, we consider the Jacobi polynomial \( P_{1}^{(801,1487)}(x) \) whose root is \( x_0 = 0.25042 \). Moreover, we take \( \omega t = 0.25042 \pi \) and consider the proposed approach in Eq. (19). Hence one can assume for the frequency-amplitude formulation
\[ \omega_{app}(A) = \frac{1}{A \sin(0.25042\pi)} \left( A^2 \sin^2(0.25042\pi) + \frac{A^4}{2} - \sqrt{A^2 + 1} \right. \]
\[ - \left. \frac{A^4}{2} \cos^4(0.25042\pi) + \sqrt{1 + A^2 \cos^2(0.25042\pi)} \right)^{1/2}. \]  
(40)

On the other hand, if we consider the approximation given by (20), we have obtain the following periodic solution of the equation (35)
\[ u_{app}(t) = A \cos(\omega_{app}(A)t), \]  
(41)
where \( \omega_{app}(A) \) is given explicitly by the Eq. (40).

Case \( \lambda = 0.9 \)
Here, we consider the Jacobi polynomial $P_{1}^{(925,1549)}(x)$ whose root is $x_0 = 0.252019$. Choosing the collocation point $\omega t = 0.252019 \pi$, the analytical approximation to periodic solution of the nonlinear oscillator is

$$u(t) = A \cos(\omega_{app}(A)t),$$

(42)

where

$$\omega_{app}(A) = \frac{1}{A \sin(0.252019 \pi)} \left( A^2 \sin^2(0.252019 \pi) + \frac{A^4}{2} - \frac{A^4}{2} \cos^2(0.25042 \pi) + \frac{9}{5} \left[ \sqrt{1 + A^2 \cos^2(0.252019 \pi)} - \sqrt{A^2 + 1} \right] \right)^{1/2}$$

(43)

Now, by taking the approximation given by Eq. (20), we have obtained the following periodic solution, for the case $\lambda = 0.9$ of the Eq. (35)

$$u_{app}(t) = A \cos(\omega_{app}(A)t),$$

(44)

where $\omega_{app}(A)$ is explicitly given by the Eq. (43).

The numerical results are illustrated in the Figs. 5 and 6. In Table 3 compares the approximate frequency with the exact one.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$\omega_{app}(A)$ Eq. (40)</th>
<th>$\omega_{ex}(A)$ Eq. (39)</th>
<th>Rel. Error (%)</th>
<th>$\omega_{app}(A)$ Eq. (43)</th>
<th>$\omega_{ex}(A)$ Eq. (39)</th>
<th>Rel. Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.707173</td>
<td>0.707173</td>
<td>0.00%</td>
<td>0.316399</td>
<td>0.316400</td>
<td>0.00%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.713692</td>
<td>0.713692</td>
<td>0.00%</td>
<td>0.332881</td>
<td>0.332881</td>
<td>0.00%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.853412</td>
<td>0.851625</td>
<td>0.20%</td>
<td>0.600200</td>
<td>0.594202</td>
<td>0.10%</td>
</tr>
<tr>
<td>1</td>
<td>1.170609</td>
<td>1.160531</td>
<td>0.86%</td>
<td>1.031538</td>
<td>1.014874</td>
<td>1.64%</td>
</tr>
<tr>
<td>5</td>
<td>4.429387</td>
<td>4.342080</td>
<td>2.01%</td>
<td>4.411920</td>
<td>4.329715</td>
<td>1.89%</td>
</tr>
<tr>
<td>10</td>
<td>8.710673</td>
<td>8.529475</td>
<td>2.12%</td>
<td>8.693554</td>
<td>8.526183</td>
<td>1.96%</td>
</tr>
<tr>
<td>50</td>
<td>43.29364</td>
<td>42.37283</td>
<td>2.17%</td>
<td>43.22095</td>
<td>42.37269</td>
<td>2.00%</td>
</tr>
<tr>
<td>100</td>
<td>86.57018</td>
<td>84.72744</td>
<td>2.17%</td>
<td>86.42497</td>
<td>84.72740</td>
<td>2.00%</td>
</tr>
<tr>
<td>1000</td>
<td>865.6450</td>
<td>847.2137</td>
<td>2.17%</td>
<td>864.1931</td>
<td>847.2137</td>
<td>2.00%</td>
</tr>
<tr>
<td>10000</td>
<td>8656.444</td>
<td>8472.131</td>
<td>2.17%</td>
<td>8641.925</td>
<td>8472.131</td>
<td>2.00%</td>
</tr>
<tr>
<td>100000</td>
<td>86564.44</td>
<td>84721.31</td>
<td>2.17%</td>
<td>86419.25</td>
<td>84721.31</td>
<td>2.00%</td>
</tr>
</tbody>
</table>

Table 3: Comparison between frequencies $\omega_{app}(A)$ and $\omega_{ex}(A)$ for different values of $A$. 
Figure 5: Comparison of the approximate periodic solution (dashed) with exact solution (red) for $A = 1$ and $\lambda = 0.5$.

Figure 6: Comparison of the approximate periodic solution (dashed) with exact solution (red) for $A = 0.5$ and $\lambda = 0.9$.

We consider our approximation to be acceptable, since the best approximation to this problem had shown a maximum error of 2.2% for all the range of values of amplitude of oscillation $A$ [39].
4. Conclusions

Another amplitude-frequency relationship as of late established in [21] is proved being a ground-breaking numerical tool for use in the quest for periodic solutions of nonlinear oscillators. It is basic, clear and effective. Also, the approximate analytical solutions are suitable for both small and large estimations of oscillation amplitude and parameter. It is worth mentioning that the problem of finding a way to find the point $x_0$ as a function of the parameters of the Jacobi polynomial remains open.

At last, three physical models have been resolved to outline the effectiveness and applicability of the proposed solution approach and the outcomes in Tables 1, 2 and 3 and Figs. 1, 2, 3, 4, 5 and 6 uncover that this strategy can be considered as a practical option for traditional techniques which can resolve exceptionally nonlinear oscillatory frameworks. All numerical work and illustrations were performed with the Mathematica software package.

The present method can be used to introduce the study of nonlinear vibrations and oscillators in undergraduate sciences and engineering courses due to its simplicity and accuracy for a wide range of problems. It can also add pedagogical value to undergrads from various branches of natural sciences and engineering, in particular mechanical engineering students by introducing the Jacobi polynomials in a pleasant manner. This is because the present methodology applies these polynomials in a simple scheme that does not make it seem of great mathematical difficulty.
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