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#### Abstract

The paper considers the solution properties of an overdetermined system of linear equations in a given norm. The problem is observed as a minimization of the corresponding functional of the errors. Presenting the main results of $p$ norm it is shown that the functional is convex. Following the convex properties we examine minimization properties showing that the problem possesses regression, scale, and affine equivariant properties. As an example we illustrated the problem of finding the weighted mean and weighted median of the data.
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## 1. Introduction

A system of linear equations denoted as $A x=b$ where

$$
A=\left[\begin{array}{ccc}
a_{11} & \ldots & a_{1 n}  \tag{1}\\
\vdots & \vdots & \vdots \\
a_{m 1} & \ldots & a_{m n}
\end{array}\right] \in \mathbb{R}^{m \times n}, x=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right] \in \mathbb{R}^{n}, b=\left[\begin{array}{c}
b_{1} \\
\vdots \\
b_{m}
\end{array}\right] \in \mathbb{R}^{m} .
$$

If $A$ is $m \times n$ matrix, with $m>n$, then it is said that the linear system of equations is overdetermined. In general, such a system will have no solution, i.e. it is inconsistent, i.e. $b \notin \mathcal{R}(A)$. Instead the solution with the smallest error $\|b-A x\|_{p}$ is observed using some $p \in[1, \infty\rangle$ norme, where the problem is to find a vector $x \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|b-A x\|_{p}, \quad p \in[1, \infty\rangle . \tag{2}
\end{equation*}
$$

Figure 1 presents the problem of an overdetermined system of linear equations.
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Figure 1: Graphic illustration of an overdetermined system $A x=b$.
Problem (2) can be observed as a minimization problem of a functional

$$
\begin{equation*}
f_{p}(x)=\|b-A x\|_{p}=\left(\sum_{i=1}^{m}\left|b_{i}-\sum_{j=1}^{n} a_{i j} x_{j}\right|^{p}\right)^{\frac{1}{p}}, \quad p \in[1, \infty\rangle . \tag{3}
\end{equation*}
$$

Many problems can be presented as an overdetermined system of linear equations such as the problem of determinating linear models for fitting experimental data. It is intended to help researchers fit appropriate curves to their data. Curve fitting, also known as regression analysis, is a common technique for modelling data [13]. The problem of determining $n$ dimensional hyperplane, in order to have its graph pass as close as possible to given points in sense of $p$ norme, can be presented as an overdetermined system of linear equations [2].

In linear regression analysis it is most frequently assumed that errors, i.e. so called 'outliers', can occur in measured values of the independent variable. In this case, if Euclidian norm $(p=2)$ is used, vector $x \in \mathbb{R}^{n}$ is obtained in the sense of Least Squares (LS) problem by minimizing (3). In many technical and other applications using the $p=1$ norm is much more interesting. Because of robust properties of $p=1$ norm the outliers in data should not affect the obtained results. In literature this problem is known as the Least Absolute Deviation (LAD) problem, and is an efficient method for outlier detection [11, 14].

For that purpose some properties of functional $f_{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are shown in Section 2, especially taking into account the equivariant properties of a solution of an overdetermined system of linear equations. In Section 3, we analyzed equivariant properties of the weighted mean and weighted median of the data, which are a reduced case of an overdetermined system of linear equations, where $p=1, p=2$ is observed, and $n=1$ respectively.

## 2. Properties of the Functional $f_{p}$

In this section we present some properties of functional $f_{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ in order to prove equivariant properties. Following the Minkowski inequality presented in Theorem 9, which is proven in Section 5, presented in appendix, we give directly the next theorem.

Theorem 1. Functional $f_{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is convex on $\mathbb{R}^{n}$.
The importance of the extremum problems in applied mathematics leads us to the general study of extremum of functional. It is not easy to know the extremum points
for differentiable functions, because it is not always possible to solve $\nabla f_{p}(x)=0$ to calculate critical points. In the situation when $p=2$, the problem is known as the LS problem and it always has a solution. In this case $x^{*}$ minimizes $f_{2}$ if and only if $x^{*}$ solves normal equation system $A^{T} A x=A^{T} b$. It can be shown that if $A \in \mathbb{R}^{m \times n}$ has full rank $n$, then the LS problem has a unique minimizer. In that case global extremum can be presented as $x^{*}=A^{+} b$, where matrix $A^{+}=\left(A^{T} A\right)^{-1} A^{T}$ is usually called the MoorePenrose inverse [3]. In most general cases, convex functional $f_{p}$ has a particularly simple extremal structure, and there are algorithms to calculate extremum points, supposing its existance [15]. Knowing whether or not a local minimum is also global, is one of the most important questions in optimization [7]. The assumption of convexity gives a positive answer to this question as it is stated in the following theorem.

Theorem 2. A local minimum $x^{*}$ of a functional $f_{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is always a global extremum.
Proof. Suppose that $x^{*}$ is a local minimum of $f_{p}$, that is, there is an open neighborhood $U$ of $x^{*}$ where $f_{p}\left(x^{*}\right) \leq f_{p}(x), \forall x \in U$. We prove that $f_{p}\left(x^{*}\right) \leq f_{p}\left(y^{*}\right)$ for arbitrary $y^{*} \in \mathbb{R}^{n}$. Consider the convex combination $(1-\lambda) x^{*}+\lambda y^{*}$, for $\lambda \in[0,1]$, the convex combination approaches to $x^{*}$ as $\lambda \rightarrow 0$. Therefore for small enough $\lambda,(1-\lambda) x^{*}+\lambda y^{*}$ is in the neighborhood $U$. Then

$$
\begin{align*}
f_{p}\left(x^{*}\right) & \leq f_{p}\left((1-\lambda) x^{*}+\lambda y^{*}\right) \\
& \leq(1-\lambda) f_{p}\left(x^{*}\right)+\lambda f_{p}\left(y^{*}\right) . \tag{4}
\end{align*}
$$

Rearranging terms, we have $f_{p}\left(x^{*}\right) \leq f_{p}\left(y^{*}\right)$.
From the Theorem 2, it directly follows that the local minimum of a convex functional is necessarily the global minimum. However, this minimum is not necessarily unique, a sufficient condition is strict convexity. Let us now discuss some equivariant properties of functional $f_{p}$. We considered three types of equivariance: regression, scale, and affine equivariance [11]. The next theorem shows that functional $f_{p}$ possesses these three types of equvivarance.

Theorem 3. Let $A \in \mathbb{R}^{m \times n}, m>n, b \in \mathbb{R}^{m}$, and $x^{*} \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
f_{p}\left(x^{*}\right)=\min _{x \in \mathbb{R}^{n}}\|b-A x\|_{p}, \quad p \in[1, \infty\rangle . \tag{5}
\end{equation*}
$$

Then
(a) For an arbitrary $v \in \mathbb{R}^{n}$, vector $x^{*}+v$ is a solution of

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|b+A v-A x\|_{p} \tag{6}
\end{equation*}
$$

(b) For any $c \in \mathbb{R}$, vector $c x^{*}$ is a solution of

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|c b-A x\|_{p} \tag{7}
\end{equation*}
$$

(c) For a nonsingular matrix $B \in \mathbb{R}^{n \times n}$, vector $B^{-1} x^{*}$ is a solution of

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|b-A B x\|_{p} . \tag{8}
\end{equation*}
$$

Proof. Let us discuss:
(a) Let $y^{*}$ be a solution of (6). Then

$$
\begin{equation*}
\left\|b+A v-A y^{*}\right\|_{p}=\left\|b-A\left(y^{*}-v\right)\right\|_{p} \geq\left\|b-A x^{*}\right\|_{p}, \tag{9}
\end{equation*}
$$

whereby the equation is only if $y^{*}-v=x^{*}$.
(b) For $c=0$ the assertion is obvious. Let $c \neq 0$, and $y^{*}$ such that is a solution of (7). Then

$$
\begin{equation*}
\left\|c b-A y^{*}\right\|_{p}=|c|\left\|b-A\left(\frac{y^{*}}{c}\right)\right\|_{p} \geq|c|\left\|b-A x^{*}\right\|_{p} \tag{10}
\end{equation*}
$$

whereby the equation is only if $\frac{y^{*}}{c}=x^{*}$.
(c) Let $y^{*}$ be a solution of (8). Then

$$
\begin{equation*}
\left\|b-A B y^{*}\right\|_{p} \geq\left\|b-A x^{*}\right\|_{p} \tag{11}
\end{equation*}
$$

whereby the equation is only if $B y^{*}=x^{*}$.

Corollary 1. Let $A \in \mathbb{R}^{m \times n}, m>n, b \in \mathbb{R}^{m}$, and $x^{*} \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
f_{p}\left(x^{*}\right)=\min _{x \in \mathbb{R}^{n}}\|b-A x\|_{p}, \quad p \in[1, \infty\rangle . \tag{12}
\end{equation*}
$$

Then for an arbitrary $v \in \mathbb{R}^{n}, c \in \mathbb{R}$, and nonsingular matrix $B \in \mathbb{R}^{n \times n}$, vector $c B^{-1}\left(x^{*}+v\right)$ is a solution of

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|c(b+A v)-A B x\|_{p} . \tag{13}
\end{equation*}
$$

## 3. Weighted Mean and Weighted Median of the Data

In this section we will illustrate the equivariant properties of the weighted mean and weighted median of the data. As we mentioned, the problem of the weighted mean and weighted median are essentially reduced to solving an overdetermined system of linear equations. Numerous applications of this problem can be found in various branches of applied research, like image processing [10], or methods for outlier detection [11].

Let $a \in \mathbb{R}^{m}$ be the vector data with corresponding positive vector data weights $w \in \mathbb{R}_{+}^{m}$. If we denote by $A=\left[\sqrt[p]{w_{1}}, \ldots, \sqrt[p]{w_{m}}\right]^{T}$ and $b=\left[\sqrt[p]{w_{1}} a_{1}, \ldots, \sqrt[p]{w_{m}} a_{m}\right]^{T}$ in function $f_{p}: \mathbb{R} \rightarrow \mathbb{R}$, where $n=1$, then follows that

$$
\begin{equation*}
f_{2}(x)=\|b-A x\|_{2}=\sqrt{\sum_{i=1}^{m} w_{i}\left(a_{i}-x\right)^{2}}, \tag{14}
\end{equation*}
$$

is convex and attains its global minimum on the set $\mathbb{R}$, which is denoted by $x^{*}=\operatorname{mean}(w, a)$ and called the weighted mean of the data. If $w_{1}=\cdots=w_{m}=1$, the global minimum of the corresponding functional (14) is denoted by $x^{*}=\operatorname{mean}(a)$ and called the mean of the data. Analogously, a real number which minimizes function

$$
\begin{equation*}
f_{1}(x)=\|b-A x\|_{1}=\sum_{i=1}^{m} w_{i}\left|a_{i}-x\right|, \tag{15}
\end{equation*}
$$

is called the weighted median of the data and is denoted by $x^{*}=\operatorname{med}(w, a)$. If $w_{1}=\cdots=w_{m}=1$, the global minimum of the corresponding function (15) is denoted by $x^{*}=\operatorname{med}(a)$ and called the median of the data. In the Figure 2 we present the example of function $f_{p}$, for $p=2$ and $p=1$ norm. Functions are generated with data vector $a=[1,2,3,4,5]^{T}$ and corresponding weights vector $w=[1,1,2,1,1]^{T}$ presented in Figure 2(a) for $p=2$, and for $\mathrm{p}=1$ in Figure 2(b). In Theorem 4 it is shown that the minimum of the function $f_{2}$, i.e. weighted mean, always achieved unique minimum. Considering the different data weights $w=[1,3,2,1,1]^{T}$, presented in Figure 2(c), it can be seen that the construction of the minimum of $f_{1}$, i.e. weighted median, directly depends on it, and achieved its minimum on interval $\left[a_{(2)}, a_{(3)}\right]$, in contrast to the situation in Figure 2(b) where the minimum is unique. Also, it can be seen that function $f_{1}$ is a piecewise linear function. This property of functional $f_{1}$ is considered for finding a minimum, where details are presented in Theorem 5. In the sequel we give solutions for minimizing problems (14) and (15), i.e. for the weighted mean and weighted median of the data.


Figure 2: Function $f_{p}: \mathbb{R} \rightarrow \mathbb{R}$.

Theorem 4. Let $a \in \mathbb{R}^{m}, m \geq 2$, be the data vector with corresponding data weights $w \in \mathbb{R}_{+}^{m}$. Then

$$
\begin{equation*}
\operatorname{mean}(w, a)=\frac{1}{W} \sum_{i=1}^{m} w_{i} a_{i}, \quad W=\sum_{i=1}^{m} w_{i} . \tag{16}
\end{equation*}
$$

Proof. Because the functional defined by (14) is derivable, the minimum is attained by finding a solution of $\frac{\partial f_{2}(x)}{\partial x}=0$.

Corollary 2. Let $a \in \mathbb{R}^{m}, m \geq 2$, be the data vector, then

$$
\begin{equation*}
\operatorname{mean}(a)=\frac{1}{m} \sum_{i=1}^{m} a_{i} \tag{17}
\end{equation*}
$$

Theorem 5. Let $a \in \mathbb{R}^{m}, m \geq 2$, be the data vector with corresponding data weights $w \in \mathbb{R}_{+}^{m} . \quad$ Let $a_{(1)} \leq a_{(2)} \leq \ldots \leq a_{(m)} \quad$ denote ordered observation and $0<w_{(1)} \leq w_{(2)} \leq \ldots \leq w_{(m)}$ corresponding weights. Thereby with the denotation

$$
\begin{equation*}
\mathcal{L}:=\left\{l: \sum_{i=1}^{l} w_{(i)} \leq \frac{W}{2}\right\}, \quad l \in\{1, \ldots, m\}, \quad W=\sum_{i=1}^{m} w_{i} \tag{18}
\end{equation*}
$$

(a) if $\mathcal{L}=\emptyset$, then $\operatorname{med}(w, a)=a_{(1)}$;
(b) if $\mathcal{L} \neq \emptyset$, then with the denotation $l_{0}=\max \mathcal{L}$ there holds:
(i) if $\sum_{i=1}^{l_{0}} w_{(i)}<\frac{W}{2}$, then $\operatorname{med}(w, a)=a_{\left(l_{0}+1\right)}$;
(ii) if $\sum_{i=1}^{l_{0}} w_{(i)}=\frac{W}{2}$, then $\operatorname{med}(w, a) \in\left[a_{\left(l_{0}\right)}, a_{\left(l_{0}+1\right)}\right]$.

Proof. Notice that on each interval

$$
\left\langle-\infty, a_{(1)}\right\rangle,\left\langle a_{(1)}, a_{(2)}\right\rangle, \ldots,\left\langle a_{(m-1)}, a_{(m)}\right\rangle,\left\langle a_{(m)}, \infty\right\rangle
$$

function $f_{1}: \mathbb{R} \rightarrow \mathbb{R}$ defined by (15) is linear, and thereby derivable. The slopes of those linear functions are consecutively $k_{l}, l=0, \ldots, m$, where

$$
\begin{equation*}
k_{0}=-\sum_{i=1}^{m} w_{i}, \quad k_{m}=\sum_{i=1}^{m} w_{i} \tag{19}
\end{equation*}
$$

and for $l=1, \ldots, m-1$

$$
\begin{equation*}
k_{l}=2 \sum_{i=1}^{l} w_{(i)}-\sum_{i=1}^{m} w_{i}=k_{l-1}+2 w_{(l)} . \tag{20}
\end{equation*}
$$

If $\mathcal{L}=\emptyset$, then for every $l=1, \ldots, m-1$, is $k_{0}<0<k_{l}$. It follows that $f_{1}$ is strongly decreasing on $\left\langle-\infty, a_{(1)}\right\rangle$ and strongly increasing on $\left\langle a_{(1)}, \infty\right\rangle$, therefore the minimum of $f_{1}$ is attained for $x^{*}=a_{(1)}$.

If $\mathcal{L} \neq \emptyset$, then $k_{l+1}-k_{l}=2 w_{(l+1)}>0$, and the sequence $\left(k_{l}\right)$ is increasing and

$$
\begin{equation*}
k_{0}<k_{1}<\cdots<k_{l_{0}} \leq 0<k_{l_{0}+1}<\cdots<k_{m} \tag{21}
\end{equation*}
$$

If $k_{\left(l_{0}\right)}<0$, it follows from (21) that $f_{1}$ is decreasing on $\left\langle-\infty, a_{\left(l_{0}+1\right)}\right\rangle$ and increasing on $\left\langle a_{\left(l_{0}+1\right)}, \infty\right\rangle$, therefore the minimum of $f_{1}$ is attained for $x^{*}=a_{\left(l_{0}+1\right)}$

If $k_{\left(l_{0}\right)}=0$, it follows from (21) that $f_{1}$ is decreasing on $\left\langle-\infty, a_{\left(l_{0}\right)}\right\rangle$, is constant on $\left[a_{\left(l_{0}\right)}, a_{\left(l_{0}\right)+1}\right]$ and increasing on $\left\langle a_{\left(l_{0}+1\right)}, \infty\right\rangle$, therefore the minimum of $f_{1}$ is attained at every point $x^{*} \in\left[a_{\left(l_{0}\right)}, a_{\left(l_{0}+1\right)}\right]$.

Figure 3(a) present the value of data vector $a=[1,2,3,4,5]^{T}$. In this situation it is obvious that the weighted mean and weighted median with corresponding data weights $w=[1,1,2,1,1]^{T}$ of the observed data are equal. Suppose that in some situation two outliers are added, e.g. because of a copying or transmission error. Figure 3(b) displays such a situation, where the two last data have moved up and away from its original position. These are so called outliers, and they have a large influence on the weighted mean, i.e. LS problem, which is quite different from the weighted mean in Figure 3(a).


Figure 3: Weighted mean and weighted median: (a) original data; (b) same data as in part (a), but with two outliers.

In the sequel, the corollary is mentioned, which specializes the situation for the case if the weights of the data are not assigned, or if all weights are mutually equal. Also, a description of the pseudo-halving property is mentioned [1], which follows directly from Theorem 5.

Corollary 3. Let $a \in \mathbb{R}^{m}$, $m \geq 2$, be the data vector and $y_{(1)} \leq y_{(2)} \leq \ldots \leq y_{(m)}$ denoted ordered observation. Then follows
(a) if $m$ is odd $\left(m=2 l_{0}+1\right), \operatorname{med}(a)=a_{\left(l_{0}+1\right)}$;
(b) if $m$ is even $\left(m=2 l_{0}\right), \operatorname{med}(a)$ is every number from the segment $\left[a_{\left(l_{0}\right)}, a_{\left(l_{0}+1\right)}\right]$.

Corollary 4. Let $a \in \mathbb{R}^{m}, m \geq 2$, be the data vector with corresponding data weights $w \in \mathbb{R}_{+}^{m}$. Let $a_{(1)} \leq a_{(2)} \leq \ldots \leq a_{(m)}$ denote ordered observation and $0<w_{(1)} \leq w_{(2)} \leq$ $\ldots \leq w_{(m)}$ corresponding weights. Then there holds that the pseudo-halving property

$$
\begin{equation*}
\sum_{a_{(i)}<x^{*}} w_{(i)} \leq \frac{W}{2} \quad \text { and } \quad \sum_{a_{(i)}>x^{*}} w_{(i)} \leq \frac{W}{2}, \quad W=\sum_{i=1}^{m} w_{i} . \tag{22}
\end{equation*}
$$

Theorem 6. Let $a \in \mathbb{R}^{m}$, $m \geq 2$, be the data vector with corresponding data weights $w \in \mathbb{R}_{+}^{m}$. Then for $\alpha, \beta, \gamma \in \mathbb{R}, \alpha>0$, there holds that

$$
\begin{aligned}
& \text { (a) } \operatorname{mean}(\alpha w, \beta a+\gamma e)=\beta \operatorname{mean}(w, a)+\gamma \\
& \text { (b) } \operatorname{med}(\alpha w, \beta a+\gamma e)=\beta \operatorname{med}(w, a)+\gamma
\end{aligned}
$$

where $e=[1, \ldots, 1]^{T} \in \mathbb{R}^{m}$.
Proof. First we prove (a), while the proof of (b) is going analogue of (a). Notice that equality (a) holds if and only if

$$
\begin{align*}
& \operatorname{mean}(\alpha w, a)=\operatorname{mean}(w, a), \quad \text { and }  \tag{23}\\
& \operatorname{mean}(\alpha w, \beta a+\gamma e)=\beta \operatorname{mean}(w, a)+\gamma \tag{24}
\end{align*}
$$

Property (23) is trivial to prove. Property (24) follows immediately from Theorem 3, i.e. from regression and scale equivariant property.

The next figure presents the weighted mean and weighted median equivariance properties presented in Theorem 6. For example we observed data vector $a$ and weight vector $w$ from Figure 3(a). Parameter $\alpha>0$ do not have influence on results of the weighted mean and median. For other parameters we observed case $\beta=-2$, and $\gamma=25$.


Figure 4: Equivariance properties: (a) weighted mean; (b) weighted median.

## 4. Conclusion

Considering the properties of an overdetermined system of linear equations it is established that the solution of the system possesses regression, scale, and affine equivariant properties in observed norm $p \in[1, \infty\rangle$. As an example we observed the problem of finding the weighted mean and weighted median of the data.

## 5. Appendix - Discrete Forms of Inequalities

A set $S \subseteq \mathbb{R}^{n}$ is said to be convex if, for all $x, y \in S$ and all $\lambda \in[0,1]$, the point $(1-\lambda) x+\lambda y$ also belongs to $S$, i.e. $(1-\lambda) x+\lambda y \in S$. The sum $(1-\lambda) x+\lambda y$ is called binomial convex combination. It can be easily seen that if we have $m$ observations $x_{1}, \ldots, x_{m} \in S$ in convex set $S$, and $\lambda_{1}, \ldots, \lambda_{m}$ nonnegative number such that $\sum_{i=1}^{m} \lambda_{i}=1$, then $\sum_{i=1}^{m} \lambda_{i} x_{i} \in S$. A point of this type is known as a $m$-member convex combination of $x_{1}, \ldots, x_{m}$.

Let $S \subseteq \mathbb{R}^{n}$ be convex, a functional $f: S \rightarrow \mathbb{R}$ is said to be convex if the inequality

$$
\begin{equation*}
f((1-\lambda) x+\lambda y) \leq(1-\lambda) f(x)+\lambda f(y) \tag{25}
\end{equation*}
$$

holds for all points $x, y \in S$ and coefficient $\lambda \in[0,1]$. If the inequality (25) is strict for all $x, y \in S$, then $f(x)$ is called strictly convex.

Using mathematical induction, the inequality in formula (25) can be extended to $m$ membered convex combinations.

Theorem 7. (Discrete form of Jensen's inequality) Let $S \subseteq \mathbb{R}^{n}$ be a convex set, let $x_{i} \in S$ be points, and let $\lambda_{i} \in[0,1]$ be coefficients such that $\sum_{i=1}^{m} \lambda_{i}=1$. Then each convex function $f: S \rightarrow \mathbb{R}$ satisfies the inequality

$$
\begin{equation*}
f\left(\sum_{i=1}^{m} \lambda_{i} x_{i}\right) \leq \sum_{i=1}^{m} \lambda_{i} f\left(x_{i}\right) \tag{26}
\end{equation*}
$$

Theorem 8. (Discrete form of Hölder's inequality) Let $x, y \in \mathbb{R}^{n}$ be points, and let $p, q \in\langle 0, \infty\rangle$ be numbers such that $1 / p+1 / q=1$. Then we have the inequality

$$
\begin{equation*}
\sum_{i=1}^{m}\left|x_{i} y_{i}\right| \leq\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{m}\left|y_{i}\right|^{q}\right)^{\frac{1}{q}} \tag{27}
\end{equation*}
$$

Proof. Assuming that all points $y_{i}$ are different from zero, formula (27) can be obtained from formula (26) as follows. Using the points

$$
\left|x_{i}\right|\left|y_{i}\right|^{-\frac{q}{p}}
$$

as $x_{i}$, the coefficients

$$
\lambda_{i}=\frac{\left|y_{i}\right|^{q}}{\sum_{i=1}^{m}\left|y_{i}\right|^{q}}
$$

and the convex function $x^{p}$, we get

$$
\left(\frac{1}{\sum_{i=1}^{m}\left|y_{i}\right|^{q}} \sum_{i=1}^{m}\left|y_{i}\right|^{q}\left|x_{i}\right|\left|y_{i}\right|^{-\frac{q}{p}}\right)^{p} \leq \frac{1}{\sum_{i=1}^{m}\left|y_{i}\right|^{q}} \sum_{i=1}^{m}\left|y_{i}\right|^{q}\left(\left|x_{i}\right|\left|y_{i}\right|^{-\frac{q}{p}}\right)^{p}
$$

Since $q-q / p=1$, it follows that

$$
\left(\frac{1}{\sum_{i=1}^{m}\left|y_{i}\right|^{q}} \sum_{i=1}^{m}\left|x_{i} y_{i}\right|\right)^{p} \leq \frac{1}{\sum_{i=1}^{m}\left|y_{i}\right|^{q}} \sum_{i=1}^{m}\left|x_{i}\right|^{p} .
$$

Taking the $p$-th root, multiplying by $\sum_{i=1}^{m}\left|y_{i}\right|^{q}$, and using the exponent $1 / q$ instead of $1-1 / p$, we achieve the inequality in formula (27).

If some $y_{j}$ is equal to zero, then $x_{j} y_{j}=0$ does not increase the left side of formula (27), but $x_{j} \neq 0$ increases the right side.

Utilizing the vectors $x=\left[x_{1}, \ldots, x_{n}\right]^{T}, y=\left[y_{1}, \ldots, y_{n}\right]^{T}$ and $z=\left[x_{1} y_{1}, \ldots, x_{n} y_{n}\right]^{T}$, formula (27) can be expressed by the norms,

$$
\begin{equation*}
\|z\|_{1} \leq\|x\|_{p}\|y\|_{q} . \tag{28}
\end{equation*}
$$

Theorem 9. (Discrete form of Minkowski's inequality) Let $x, y \in \mathbb{R}^{n}$ be points, and let $p \in[1, \infty)$ be a number. Then we have the inequality

$$
\begin{equation*}
\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m}\left|y_{i}\right|^{p}\right)^{\frac{1}{p}} . \tag{29}
\end{equation*}
$$

Proof. If all $x_{i}$ and $y_{i}$ are equal to zero, then formula (29) trivially holds. If $p=1$, then the inequality in formula (29) follows from the simple triangle inequality $\left|x_{i}+y_{i}\right| \leq\left|x_{i}\right|+\left|y_{i}\right|$. If some of the points are different from zero, and if $p>1$, the inequality in formula (29) can be derived by using the simple triangle inequality, and the inequality in formula (27). In this intention, we have

$$
\begin{array}{r}
\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{p} \leq \sum_{i=1}^{m}\left|x_{i}\right|\left|x_{i}+y_{i}\right|^{p-1}+\sum_{i=1}^{m}\left|y_{i}\right|\left|x_{i}+y_{i}\right|^{p-1} \\
\leq\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{(p-1) q}\right)^{\frac{1}{q}}+\left(\sum_{i=1}^{m}\left|y_{i}\right|^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{(p-1) q}\right)^{\frac{1}{q}} \\
=\left(\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m}\left|y_{i}\right|^{p}\right)^{\frac{1}{p}}\right)\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{p}\right)^{\frac{1}{q}}
\end{array}
$$

because $(p-1) q=p$. Dividing by $\left(\sum_{i=1}^{n}\left|x_{i}+y_{i}\right|^{p}\right)^{1 / q}$, and putting $1 / p$ instead of $1-1 / q$, we obtain the inequality in formula (29).

Using $p$ norms of the vectors $x, y$ and $x+y$, the inequality in formula (29) takes the form

$$
\begin{equation*}
\|x+y\|_{p} \leq\|x\|_{p}+\|y\|_{p} . \tag{30}
\end{equation*}
$$
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