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Abstract. In this paper, we derive a search direction for the conjugate-gradient method based
on the use of the self-scaling Quasi Newton-method, and the usefulness of the new method is to
solve unconstrained optimization problems with large dimensions. To clarify the importance of
the proposed method, we have shown its characteristics in terms of the sufficient descent condition
and the theoretically global convergence condition. Numerically, we applied the proposed method
to a variety of known test functions to prove its effectiveness. When compared with some previous
methods in the same direction, the proposed method proved to be superior to them that the tools
used for this purpose.
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1. Introduction

Optimization methods are divided into two types: methods that depend on the exis-
tence of a target function and a set of restrictions, regardless of the number of variables
used in the issue, and they have much wide life and engineering applications to this day
called (constrained optimization methods) and a second type that depends only on the
presence of an objective function without restrictions is called (unconstrained optimization
methods) also, regardless of the number of the issue variables, and it has wider applica-
tions than the first type. The conjugate-gradient methods were influential in the field of
finding minimization for quadratic and convex functions because they do not need to store
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any matrix during their implementation. An unconstrained optimization problem known
as minimizing a function is defined as:

minimize,egn f () (1)

As the function in 1 is for the real variable, which can use iterative methods to solve
it, such as the conjugate-gradient method (CG) or Newton’s methods or Quasi-Newton
(QN), which use the update new-point through:

Th1 = T + Tk (2)

Most of the iterative methods focus on the length of the step 71 specified for the necessary
distance to the search direction py41 which is obtained from (CG) i.e.:

Pht1 = —[k+1 + VkDk (3)

Where pr11 = Vf(zgps1). In the past several decades, v, has been defined in several
scientific papers such as [15, 17, 18, 21]. To ensure the convergence and descent direction
of this method when solving different types of general functions, we need to calculate the
step length with one of the inexact lines search such as the Wolfe line search (WLS), from
which two main types emerge:

(i) Weak type called Wolfe’s weak line search (WWLS) and it defines:
Fr1 — fr < 0T’ pr, (4)
[ 1 i > o’ pr (5)
(ii) A strong type is called Wolfe’s strong line search (WSLS) and it defines as:
ferr — o < 57w pi (6)
ki1 k| < —op” pi (7)

Where 0 < § < ¢ < 1. This is now a very mature field to be now converted into many
updated and expanded formats and with different applications as in [1-3, 8, 11-14, 19].
Later, the field of application gradually expanded to include conjugate gradient directions
for solving non-linear systems as in [5-7].

2. A New Parameter for ~;

In this experiment, we introduce a new parameter, 7k, to improve the CG orientation
based on a Quasi-Newton update of matrix approximation Ay known as a modified (DFP-
QN) consisting of:

Akwkw,{Ak sks;‘g

Ap1 = A — (8)

T T
wy, Apwi, St W
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where s = Tg41 — Tk , Y = Hr+1 — i and

Pk
Wk = Yk + 755k 9)
IEAE
pre = 2[fr — fra1] + (g1 + )" sk (10)

To learn more about equations (9) and (10) you can see [22]. We suggest multiplying the

T
updated DFB matrix by self-scaling ng+1 = ugil?; - which is defined in [4] to get:

T T T
Sk Apwrwi A SLS
Ay = % ( _ Aondp Ak | Sk ) (11)

pd A wl Apwy, sTwy,
Also,replace yi in the ni41 formula to the wy. As for the search direction for a method
QN, it is:

Pr1 = — A1k (12)
Now we substitute equation (11) into the equation (12), that is:

T T T

Wi, Sk Apwrwy, A Sk,

Pet1 = — ( (Ak - + Hk+1 (13)
,quk,uk w,{Akwk sgwk

Then we make the search direction memoryless, i.e. by replacing each A, = I, we get:

wgsk (
Pk+1 = —7 9 | Mk+1 —
* el \7°

T T

w s

k ,U'ngl wr - k#kﬂ s ) (14)
HwkH Sp, Wk

To increase the efficiency of the search direction for CG methods, we equate it with the new
search direction for QN methods, and we deduce from the equation a new -~y parameter
as in the following steps:

T T T
Wi, Sk Wi Hk+1 Sk Hk+1

—Hk+1 + VESk = —7 9 <Mk+1 - Wk + 5k> (15)
[ 22 [ 1% st wp,

We multiply both sides of the equation (15) by wy to get:

T T T T T
T T Wg Sk T Wi Sk Wi Hk+1 T Wi Sk S Hk+1 T
—Wj; Pkt 1 T VhWg Sk = — s Wi Pt 1+ 1 e Wi W — e Wy S (16)
[ er |12 [ekll? w2 lpkll? s wr

By simplifying equation (16):

T T T T T 2 T T T
Wi Mg+l Wi Sk Wi Mkl | W Sk Wi Mkt ||| Wj; Sk Sp, Mk+1 Wy, Sk

Vi = - - (17)
wise Mokl wise el llwell® wfse  lpell? sfor ol sk
then . .
W BE+1 S Mk+1
PHR = Lelhtl (18)

wl'sy [l e ||
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Equation (18) is the new formula of the parameter ’y,fH R that can be inserted into the
search direction of the CG (3) to give a new search direction formula as in:

Pl = — 1 + 75 sy (19)

The following theorem is to test the property of sufficient descent for the new search
direction mentioned in the equations (18) and (19) that is:

Theorem 1. Suppose xy, is generated by the new algorithm in equations (18) and (19)
with the step T is computed by applying the (WSLS) condition in (6) and (7) then the
direction is sufficiently-descent i.e.:

Pty < = (1= ) g (20)

Proof. From the new search direction equation (19) and multiplying it from both

: : HE41 .
directions by (HM“HQ) we get:
p£+1/~‘k+1 _ <wZuk+1 B Sgﬂk+1> S{um (21)
| 112 wl sy, ell® ) N
Since w pigi1 < [Jwil| |41l and s pgy1 < sfwg, that is
Piey1Mh+1 41< <!\Wklllﬂk+1|| B Sf‘”k) Sk Wi
| 1] - wlsy, leall? ) w2
T T 2
Phoabh+l g lorlllpnsnll — (siws)
[ per1 12 T [lpkal? okl {] o112
2
Phobirs g lwrll - (siwr)
[t 2 T ekl Pl el
Phg1Hhe1 A
Yty = skl
let u = A<l So we got the equation (20) we need to prove.
[

3. Global Convergence Property

Before starting this section, we need to make some assumptions necessary to prove the
convergence of the new algorithm (SHR-CG), as shown:
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3.1. Assumption[20]

(i) Assume f(x) is bound on the level specified by ¢ = {x € R", f(x) < f(x0)} from
below. Whereas xg is the point of departure.

(ii) In some neighborhoods N of ¢, the objective function is continuously-differentiable,
and its gradient is continuous-Lipschitz, which is, there is such a constant L > 0

such that:
[(z) — w(y)ll < Lz —yl,Va,y € ¢. (22)
We can conclude that ¢, > 0 exists by applying assumptions (i) and (ii) to f.
¢ < @) <¢ (23)

(iii) The following requirement is fulfilled:
(1) = n()" (z = )| = <llsell®, Va,y € 0, > 0. (24)

Lemma 1. If the assumption is correct and each conjugated gradient method has a de-
scending direction pr+q1 with a step length T, of equations (6) and (7) if so,

Y o = (25)
k>1 [P+l
So the next equation is right:
liminf ||pg]| =0 (26)
k—o00

Theorem 2. If the assumption is adhered to and the new direction pr4+1 described by
equation (19) is descent, then
liminf ||ug|| =0 (27)
k—o0

Proof. From the formula of the new algorithm, we take the absolute value of the

proposed parameter ’y,fH R i.e. equation (18) as in:

T T
Wi Mk+1 S MEk+1

i = | = - 5
wy, Sk [l
T T
Wi Hk+1 Sk Hk+1
R S‘ £ (28)
g wi sp |22

Since w} pig1 < [Jwk|||pte+1]| and from equation (7) substitute it into equation (28) i.e.:

U/Jgpk
ex 2

|,Y’§HR| < llwre |l peres1 ||

29
<llsk? (29)
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Since pr = —ur and wy = yi + ”Lf#sk
Pk __
o) < 9 el ol
- <llskll® |22
|’YSHR’ lyrllll e || + HSkHQ (ISt o|lskll
k
<llskll® [

from the Lipschitz condition:

Lls skll? + s olls
I SHR| < Iskllll e llllsell® + prllsellll xsall n skl

Sllskll® ey

|,YI§HR‘ < L| prea 1| + Pkl g1 | 4 ollskll
S| skll Sllskll® [k

As the assumption is fulfilled

L¢ PkG

e TH| <
sliskll  sllskll?

+ o7k

let gy +

<||Sk||
P+l < Nitsr + v sy

s ll < Nlssn |+ 1 el

Iprsrll < C+Ellsell = D

liminf ||pg|| = 0
k—ro0

So the proof is complete.

4. Numerical Result

233-242

—Lr52 4+ o1, = &, by taking the absolute value of equation (19) we get:

238

We present a numerical comparison in this section between the new algorithm proposed
in equation (19) concerning (35) standard test functions from [9, 10] with the algorithms

(HS) [21] and (HZ) [18]. The tests were based on the following tools:

e The number of times the iteration is calculated (ITC).

e The number of times the function and its derivative are calculated (FDC).

e The time it takes to execute for the processor (TEP).
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These comparisons were carried out by code in the FORTRAN program and with a stop
scale p, < 1075, These results are plotted for better comparison based on the Dolan-
More method [16]. We all of the algorithms mentioned, we tried on small (1000) and large
dimensions (10000) of the variables with Wolfe’s search line (WSLS), and the results were

as in the following figures:

——SHR

Performance of ITC
o o o
@

0.1 —*—HS
HZ

Figure 1: The number of times the iteration is calculated (ITC).
Figure 1 shows the progress of the new algorithm (SHR) over the basic algorithms of

Hestenes and Stiefel (HS) and Hager and Zhang (HZ) about the calculated iterations of
the test functions during the implementation by Dolan-More method.

o o
® ©

Figure 2: The number of times the function and its derivative are calculated (FDC).

In Figure 2, the new algorithm (SHR) is the best in performance and overcomes the ba-
sic algorithms concerning the number of times the function is calculated and it’s derivative

for each of the test functions computed during implementation through the Dolan-More
method.
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Figure 3: The time it takes to execute for the processor (TEP).

Finally, the Figure 3 confirms that the new algorithm (SHR) is the most efficient of the
basic algorithms compared with it within the figure in relation to the time spent during
the implementation of the mentioned algorithms.

5. Conclusions

This may be considered a promising aspect of the derivations in this manner used
within the paper. The numerical results in the figures presented in the previous section
show the distinction and efficiency of the new algorithm (SHR) when compared with the
previous basic algorithms and within standard functions for this purpose. Also, for the
theoretical side of this proposed algorithm, we have achieved sufficient-descent and its
global-convergence within some assumptions.
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