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Abstract. In this paper, we develop an iterative method of lines scheme for the numerical solution
to the time fractional Richards equation with implicit Neumann boundary conditions, which is an
effective tool for describing a process of flow through unsaturated media. A numerical example
is provided to show the effectiveness of the presented method for different model parameters and
inputs. The method illustrated here can be applied to other types Richards equation with various
input functions and Dirichlet boundary conditions.
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1. Introduction

Richards equation is the fundamental model for describing flow through unsaturated
media. Richards equation takes the following form when water flows through one-dimensional
horizontal soils:

∂u

∂t
=

∂

∂x

(
d(u)

∂u

∂x

)
, (1)

where u = u(t, x) is the volumetric water content, d(u) is the water diffusivity, t is the
time and x is the distance from the inlet of the horizontal medium column. The equation
(1) takes the following form after the Boltzmann scaling x = λt1/2:
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However many experiments show that the evolution of a horizontal wetting front deviates
significanlty form Boltzmann scaling. These experiments reflect anomalous Boltzmann
scaling x = λ(u)tβ/2, where β is the dimensionless exponent and 0 < β < 2. Different
models are proposed to capture non-Boltzman scaling, for example see [4] - [13]. In [4] and
[9], the authors allow the water diffusivity d varies as a function of both water content and
time, i.e., d = d(t, u). In [13], the authors propose the following time-fractional Richards
equation:

∂βu

∂tβ
=

∂

∂x

(
d(u)

∂u

∂x

)
, (2)

where 0 < β < 1 is the order of the time-fractional derivative, 0 < β < 1, ∂βu
∂tβ

is the
time-fractional Caputo fractional derivative and defined as follows:

∂βu

∂tβ
=

∫ t

0

(t− ξ)−β

Γ(1 − β)

∂u(x, ξ)

∂ξ
dξ,

where Γ(.) is the Gamma function. We note that there is another kind of fractional deriva-
tive used frequently called Riemann-Lioville fractional derivative defined by

R∂β
t u(x, t) =

∂

∂t

∫ t

0

(t− ξ)−β

Γ(1 − β)
u(x, ξ)dξ.

These two fractional derivatives agree when the initial condition is zero. Kilbas et al
[11] and Podlubny [17] can be referred for further properties of the Caputo and Riemann-
Lioville fractional derivatives. Since the initial condition is zero in our problem, any result
found in the literature for one of these hold for the other one.

For the convenience of the reader, we present the main steps of the derivation of the
governing equation by following [16]. If the fluid particles are trapped in some regions for
several periods of time s1, · · · , sn then the continuity equation becomes

ut = −
n∑

i=1

wi∇ · q(x, t− si), (3)

where wi are some weights. If we take wi = w(si)∆si with ∆si = si−si−1 for some weight
density w = w(s), and take limit as n goes to ∞, (3) becomes

ut = −
∫ t

0
w(t− s)∇ · q(x, s) ds. (4)

Equation (4) accounts for the fluid particles that can be trapped for any period of time.
The amount of flux of the particles that wait for the time s equals w(s). Using the choice
of [16] for w we arrive at:
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ut = − 1

Γ(β)

∂

∂t

∫ t

0
(t− s)β−1∇ · q(x, s) ds = −R∂1−β

t ∇ · q, (5)

where R∂1−β
t denotes the Riemann-Liouville fractional derivative of order 1 − β. If we

apply the Riemann-Lioville fractional operator I1−β
t , defined by

I1−β
t u(x, t) :=

1

Γ(1 − β)

∫ t

0
(t− s)−βu(x, s) ds

to both sides of (5) and take into account the composition formula for the functions with
vanishing initial conditions we have:

∂β

∂tβ
u = ∇ · (d(u)∇u) . (6)

Equation (6) is also called generalized Richards equation can be found in many papers.
Note that in the one-dimensional case, the equation (6) is the same as (2). To the best
of authors knowledge, there are only a few studies for the numerical solution of the non-
linear nonlocal partial differential equations. In [14], the fractional Richards equation is
solved numerically by using an implicit finite difference approximation. They convert the
resulting system of equations into a tridiagonal system of non-linear equations. Then they
solve the nonlinear system by Gauss elimination. In [8], after the authors state the frac-
tional Richards equation as an integral equation, they adopt Adams-Bashforth-Moulton
algorithm for the nonlinear case. They test their numerical code by comparing with an-
alytical results for both β = 1 and β < 1 of the linear classical and fractional equations.
In [7], the authors show that the fractional Richards equation has a form that is suitable
for a self-similar solution using the variable ξ = x/tβ/2 and represent in a form that is
suitable for finding the self-similar solution. The self-similar solution is obtained only in
cases of certain initial and boundary conditions: u(t, 0) = 1, u(t,∞) = 0, u(0, x) = 0.
The authors develop an implicit numerical approach for numerical simulation of nonlinear
variable order time-fractional diffusion/wave-diffusion equations in [20]. These equations
are useful to describe liquid infiltration for both subdiffusion and superdiffusion in porous
media. As a special case, a time-fractional Boussinesq equation is considered. In the
mentioned papers above, either a numerical method based on finite difference approxima-
tion or a self-similar solution method is used. While the self-similar solution method has
a restriction on the initial and boundary conditions, numerical methods based on finite
difference approximation require solving a system of nonlinear algebraic equations which
is very diffucult to solve because solving such systems requires a good initial guess for the
solution. The method that we introduce in this paper is memory efficient compared to the
methods that use solving system of nonlinear algebraic equations. In addition, usage of
nonlinear algebraic equations involves matrices of dimension M ×N ×K, where M,N,K
are number of mesh points in x, y and t directions respectively. Whereas, our method uses
matrices only as big as M × N in solution steps and finally piles them up which makes
our method memory efficient and fast, see section 3 for further details and discussions.
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This paper is organized as follows: In the next section, we formulate and linearize
the problem and provide its analysis. In section 3 , we present the numerical method.
In particular, by introducing an iterative approach, we convert the fractional PDE with
implicit boundary conditions into a linear one with explicit boundary conditions. We
showed that, the resulting equations can be reduced to system fractional ODEs. We
tested the numerical method with an example for the critical parameters of the method.
In particular, we obtained the dependency of error, cpu time and other important numeric
outcomes on the method parameters.

2. Formulation and analysis of the problem

In this section, we formulate and linearize the problem under consideration and provide
its analysis. We consider the following problem:

∂β

∂tβ
u = (d(u)ux)x + (d(u)uy)y + f(t, x, y), (t, x, y) ∈ ΩT ,

u(0, x, y) = 0, (x, y) ∈ Ω,
d(u)ux(t, x, y) = g2(t, y), (t, x, y) ∈ Γ2T ,
d(u)uy(t, x, y) = g1(t, x), (t, x, y) ∈ Γ1T ,
u(t, x, y) = 0, (t, x, y) ∈ Γ3T ∪ ∈ Γ4T ,

(7)

where β ∈ (0, 1) is the order of the Caputo fractional time derivative,Ω := (0, 1) × (0, 1),
ΩT := (0, T )×Ω, ΓiT := (0, T )×Γi, i = 1, 2, 3, 4, Γ1 := (0, 1)×{1}, Γ2 := {1}×(0, 1),Γ3 :=
(0, 1) × {0}, Γ4 := {0} × (0, 1) and T > 0 is a final time. We assume that Ω is a bounded
simply connected domain with a piece-wise smooth boundary ∂Ω = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,
Γi ∩ Γj = ∅, i ̸= j.

Definition 1. Let l be a closed interval. A set D satisfying the following conditions is
called the class of admissible coefficients for the problem (7) :

d ∈ C(l), c0 ≤ d(s) ≤ c1, ∀ s ∈ l, (8)(
d(u1)∇u1 − d(u2)∇u2

)
· ∇(u1 − u2) ≥ c2||∇(u1 − u2)||2, ∀u1, u2 ∈ H1

0 (Ω), (9)

where c0, c1, c2 are positive constants.

Definition 2. A weak solution of the problem (7) is a function u ∈ Sβ(ΩT ) := L2
(
0, T ;H1

0 (Ω)
)
∩

W β
2

(
0, T ;L2(Ω)

)
such that the following integral identity holds for a.e. t ∈ [0, T ] :∫

Ω

∂βu

∂tβ
v dx dy +

∫
Ω

d (u)∇u · ∇v dx dy

=

∫
Ω

f v dx dy +

∫
Γ1T

g1 v dx dy +

∫
Γ2T

g2 v dx dy,

(10)
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for each v ∈ Sβ(ΩT ), where

W β
2 (0, T ) :=

{
u ∈ L2[0, T ] :

∂βu

∂tβ
∈ L2[0, T ] andu(0, .) = 0

}
,

is the fractional Sobolev space of order β. We note that Sβ(ΩT ) is a Banach space with
the norm :

∥u∥Sβ(ΩT ) =

(
∥u∥2

Wβ
2 (0,T ;L2(Ω))

+ ∥u∥2
L2(0,T ;H1

0 (Ω))

) 1
2

.

Theorem 1. [22] Let d ∈ D. Then the direct problem (7) has a unique weak solution
u ∈ Sβ(ΩT ). Moreover, for a.e t ∈ [0, T ] there exist some constants c, C > 0 such that

∂β∥u∥2

∂tβ
+ c ∥u∥2H1

0 (Ω) ≤ C
[
∥f∥2 + ∥g1∥2L2(Γ1)

+ ∥g2∥2L2(Γ2)

]
.

We note that the conditions (8) and (9) arise in the solvability of the direct problem
(7) and can be found in some papers, for example see the condition H3 in [12]. The main
difficulty in solving the problem (7) numerically comes from the fact that the boundary
conditions are given implicitly. That is, boundary conditions depends on the solution itself.
Without knowing the values of the solution at the boundary, the explicit numeric approx-
imation at the interior points is not possible. To overcome this difficulty, we approximate
the solution using the following recurrent approximation scheme:

∂β

∂tβ
un = (d(un−1)unx)x + (d(un−1)uny )y + f(t, x, y), (t, x, y) ∈ ΩT ,

un(0, x, y) = 0, (x, y) ∈ Ω,
d(un−1)unx(t, x, y) = g2(y, t), (t, x, y) ∈ Γ2T ,
d(un−1)uny (t, x, y) = g1(x, t), (t, x, y) ∈ Γ1T ,

un(t, x, y) = 0, (t, x, y) ∈ Γ3T ∪ ∈ Γ4T .

(11)

Here, the first approximation u(0)(t, x, y) is given and u(n)(t, x, y) are the nth iteration
for n = 1, 2, · · · . In this way, the problem becomes linear. But, more importantly, the
boundary conditions for the solution are now known. In [15], the authors linearized a
problem for the following nonlinear equation:

∂

∂t
u(t, x, y) −∇.

(
f(T 2)∇u

)
= f(t, x, y), (12)

where T 2 = |∇u|2. They proved that the solution of the linearized problem converges to
the solution of the associated nonlinear problem. By modifying the method used in [15] for
the problem (7), it can be proved that the solution to the linearized problem (11) converges
to the solution to the problem (7) under the conditions d ∈ D, F (t, x, y) ∈ L2(ΩT ),
g := (g1(t, x), g2(t, y)) ∈ L2(Γ1T ) × L2(Γ2T ).
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3. Numerical solution to the fractional Richards equation

This section is devoted to numerical solution to the problem (7). We first illustrate
the methodology on a simple equation and then apply the idea for the problem (7) [ e.g.
see 21]. The main idea was to convert the equation to a system of ordinary differential
equations (ODEs) using method of lines and vectorization, and solve the resulting system
of fractional ODEs. In addition to using the classical method of lines, we adopt operator
approach to approximate derivatives which reduces computational and memory demand of
the algorithm. For this purpose, we consider the discretization of the following equation:

∂u

∂t
=

∂2u

∂x2
+

∂2u

∂y2
+ f(t, x, y), (t, x, y) ∈ ΩT . (13)

Let xi = 0 + i∆x, i = 0, · · · ,M and yj = 0 + j∆y, j = 0, · · · , N with ∆x = 1/M and
∆y = 1/N . Also, let uij(t) represent the solution at point (xi, yj) at a time t > 0. Then,
the centered difference approximation of the time derivative at point (xi, yj) is

uij
dt

=
ui+1j − 2uij + ui−1j

∆x2
+

uij+1 − 2uij + uij−1

∆y2
+ f(t, xi, yj),

with i = 1, · · · , N −1 and j = 1, · · · ,M −1. This approximation can be vectorized by first
defining the solution matrix at the interior points [uij ] = u(xi, yj) with i = 1, · · · , N − 1
and j = 1, · · · ,M − 1. We define the left and right shift operators on the matrix [uij ] of
solution approximations at the interior points as follows:

LS([uij ]) = [ui+1j ] and RS([uij ]) = [ui−1j ], (14)

with i = 1, · · · , N − 1 and j = 1, · · · ,M − 1. Then, by using (14), (13) can be expressed
in matrix form using the left and right shift operators in the following way:[

duij
dt

]
=

[LS([uij ]) − 2[uij ] + RS([uij ])]

∆x2
+

[LS([uij ]
′) − 2[uij ] −RS([uij ]

′))]′

∆y2

+ f(t, [X], [Y ]),

where [aij ]
′ denotes the transpose of the matrix [aij ] and [X] and [Y ] represent the ma-

trices with (i, j)th entries given as X(i, j) = xi and Y (i, j) = yj for i = 1, ...,M − 1 and
j = 1, ..., N − 1.

Next we consider the vectorization of the problem (11). For n = 1, and u(0)(t, x, y) = 0,
we have to solve the following linear problem to get the solution u(1)(t, x, y):

∂β

∂tβ
u(1) = (d(0)u

(1)
x )x + (d(0)u

(1)
y )y + f(t, x, y), (t, x, y) ∈ ΩT ,

u(1)(0, x, y) = 0, (x, y) ∈ Ω,

−d(0)u
(1)
x (t, 1, y) = g1(t, y), y ∈ (0, 1), t ∈ (0, T ),

−d(0)u
(1)
y (t, x, 1) = g2(t, x), y ∈ (0, 1), t ∈ (0, T ),

u(1)(t, 0, y) = 0, x ∈ (0, 1), t ∈ (0, T ),

u(1)(t, x, 0) = 0, x ∈ (0, 1), t ∈ (0, T ).

(15)
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The problem (15) is a fractional order and a linear problem on the given domain. Then,
vectorized method of line approach described in (15) results in the following difference
approximation: 

[
dβu

(1)
ij

dt

]
= d(0)

[
u
(1)
xxij

]
+ d(0)

[
u
(1)
yyij

]
+ f(t,X, Y ),[

u
(1)
ij (0)

]
= [h(X,Y )] .

This is a system of linear fractional ODEs which we solve using a Matlab implementa-
tion of the Adam-Bashfort-Moulton (ABM) type predictor-corrector PECE method given
in [1]. The ABM is a PECE (Predict-Evaluate-Correct-Evaluate) type method; that is,
for the approximation of a first order ode of the form{

y′ = f(t, y(t)),
y(0) = y0,

(16)

with time approximation nodes tj , and corresponding approximations, yj ∼= y(tj) at each
jth step, there are two approximations computed for the next node, namely, predictor,
yp(tj+1), and using the predictor, the corrector approximation yc(tj+1) is obtained and
used in the calculation. The error is obtained by finding the difference of predictor and
corrector approximations. There are two main advantages of using PECE type compared
to the classical equivalent-order Range-Kutta methods. The first of is the increased ac-
curacy and stability, see [10], [5, Ch. 6]. For the ODEs with fractional derivatives, it was
shown that the stability and accuracy remains high compared to equivalent-order numer-
ical methods [2, 3, 6]. On the other hand, it is proven in [2] that, under the assumption
that the right-hand side in the equation (17) are from C2[0, T ] for some T > 0, then
the error is of order O(h1+β) for β < 1, and O(h2) for β > 1, respectively. The second
advantage of using the PECE type numerical approximation is the fact that, this method
can assume variable time steps that reduces the computational cost of the approximation.
The method can control the time steps by using the difference between the corrector and
the predictor approximations. When the difference is smaller than the desired level of
accuracy with the current time step, this is used as an indication that the solver is in a
non-stiff area, and time steps are increased in an adaptive manner.

The idea of combining the Method of Lines approach to reduce the given PDE to a
system of ODEs and using shift operators in the evaluation of the RHS of the PDE has
a two major advantages compared to similar operator approaches such as that of Pod-
lubny’s matrix operator approach [18, 19]. The first major advantage comes from the
amount of the memory required to solve the system. Matrices required to compute the
RHS function are of dimension M − 1 × N − 1. Whereas, in matrix operator approach
of the Podlubny, the three-diagonal matrices used for difference approximations are of di-
mension M ×N ×K. The second major advantage of the method applied here is that, the
ease of usage in solving linear fractional PDE. This is because, even though the matrix
operator approach of the Podlubny’s method is very natural in dealing with the linear
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PDEs, solving multi-variable ones requires one to solve algebraic equation of very high
dimensions. This is another challenge that may require different approach depending on
the memory demand involved in solving the given PDE. In addition, the introduced shift
approach provides gains in calculations in terms of speed and memory compared to other
difference calculations with loops and diagonal matrices.

Figure 1: Approximate solution: The numerical solution and the error distribution is plotted at t=1 for ∆t =
10−4, α = 0.8 and the relative error parameter ϵ = 10−6. The relative error level, ϵ = 10−6 could be achieved
after 7 iterations.

Example. In this example, we solve the problem (7) for the water diffusivity d(u) =
1/

√
1 + u, where u(t, x, y) = tx2y2. The function f(t, x, y) is obtained by the substitution

of the analytical solution to the equation. The Dirichlet type boundary conditions at x = 0
and y = 0 are obtained by the substitution of the corresponding values to the analytic
solution as u(t, 0, y) = 0 and u(t, x, 0) = 0. The Neumann type boundary conditions at
x = 1 and y = 1 are obtained from the equations:

 −d(u)ux(t, 1, y) = − 2ty2√
1+tx2y2

,

−d(u)uy(t, x, 1) = − 2tx2√
1+tx2y2

.
(17)

Unless otherwise stated, the parameters used for the numerical simulations are taken
as ∆x = 0.1 (M = 10), ∆y = 0.1(N = 10), ∆t = 10−6 and β = 0.6. The initial
approximation function, u0(t, x, y), is taken to be zero. The absolute error estimations
at nth iteration are defined as the maximum of the difference between the approximating
numerical solution and the analytic solution at time t = 1 on the approximation points
on Ω. Namely, Error = maxi,j |uki,j(1) − u(1, xi, yj)| for i = 0, 1, . . .M and j = 0, 1, . . . N

with uki,j(t) representing the numerical approximation to the solution at the kth iteration
at time t. The relative error, RelError, is defined as the maximum of the difference
between the consecutive iterations of the numerical solutions at time t = 1. That is,
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RelError = maxi,j |uki,j(1) − uk−1
i,j (1)| for k = 1, 2, . . . and u0i,j being the value of the initial

approximation function at (xi, yj). Importantly, the iteration process stops when the
relative error is less than the provided ϵ. We note that, we did simulations with N = 20,
M = 20, but the simulation results did not improve at all. However, the cpu time increased
substantially. In addition, the simulations run with different initial approximation function
u0(t, x, y) other than zero also did not lead to any substantial improvements in the results.
Hence, throughout all simulations we only consider N = M = 10 and u0(t, x, y) = 0. In
Figure 1, we simulated the model with ϵ = 0.0001 to obtain the approximate solution. It
took 5 steps to achieve the relative error of the differences to be less than the given ϵ. The
error distribution at time t = 1 is given with the approximate solution. As seen from the
Figure 1 left panel, the error distribution closely traces the approximate solution in terms
of the magnitude. That is, error is large at the points where the solution is large.

Figure 2: Absolute and relative error dependence to the iteration number. Both type of errors decay linearly in
logarithm depending on the iteration number.

To observe the improvement in the error with respect to the iteration number, we next
simulated the model and evaluated both absolute and relative errors in logarithmic func-
tion. The results are shown in Figure 2. It appears that, when the initial approximation
function for the iteration is chosen as zero, both absolute and relative errors progress lin-
early with respect to the iteration number. This is important in the following way; instead
of using refined step size to improve the error, we can increase and obtain much faster
results with less error. This is analyzed in Figure 3 in which we consider the dependency
of the results on both the time step and ϵ. Importantly, the improvement in the error with
the refinement of time step size is very subtle compared to the improvement in error with
ϵ. However, the computational cost of the refinement of the time step size is enormous.
Finally, we considered the dependence of the error, cpu time and iteration number to the
fractional derivative order alpha for the given ϵ = 0.0001, see Figure 4. It appears that,
the change in the error with decreasing alpha is subtle; whereas the computational cost
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increases with reduction in alpha. Interestingly, number of iterations necessary to achieve
the given relative error remains intact.

Figure 3: Absolute error, CPU time and iteration number dependence to both time step size and relative error
bound ϵ

Figure 4: Absolute error, CPU time and iteration number dependence to the fractional derivative order β
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