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#### Abstract

Asymptotic approximation formulas for polynomials of the type Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi with integer order and real parameters are obtained via hyperbolic functions. The derivation of the formulas is done using the principle of saddle point and expansion of appropriate hyperbolic function about a saddle point.
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## 1. Introduction

Let $\alpha \in \mathbb{Z}^{+}, \lambda \in \mathbb{C} \backslash\{0\}, a, b, c \in \mathbb{R}^{+}, b \neq 1, c \neq 1, a \neq b$ and $x \in \mathbb{R}$. The generalized Apostol-Bernoulli, Euler and Genocchi polynomials with parameters $\alpha, \lambda, a, b, c$, are given by means of the following generating functions (see [1]).

$$
\begin{align*}
& \left(\frac{t}{\lambda b^{t}-a^{t}}\right)^{\alpha} c^{x t}=\sum_{n=0}^{\infty} B_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!}, \quad\left|t \ln \frac{b}{a}\right|<2 \pi  \tag{1.1}\\
& \left(\frac{2}{\lambda b^{t}+a^{t}}\right)^{\alpha} c^{x t}=\sum_{n=0}^{\infty} E_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!}, \quad\left|t \ln \frac{b}{a}\right|<\pi \tag{1.2}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\frac{2 t}{\lambda b^{t}+a^{t}}\right)^{\alpha} c^{x t}=\sum_{n=0}^{\infty} G_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!}, \quad\left|t \ln \frac{b}{a}\right|<\pi \tag{1.3}
\end{equation*}
$$
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The polynomials defined above will also be referred to as Apostol-Bernoulli type, ApostolEuler type and Apostol-Genocchi type polynomials in the discussion below. When $\alpha=$ $1, \lambda=1, b=c=e$ and $a=1$, these polynomials will reduce to the classical Bernoulli, Euler and Genocchi polynomials.

Asymptotic approximations for higher order Genocchi polynomials using residues were done in [2] and [3]. Approximations for the Bernoulli and Euler polynomials using hyperbolic functions were obtained in [4] and approximations for Genocchi polynomials in terms of hyperbolic functions were obtained in [5]. At the time of the search, there were no approximations for the generalized Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials found in the literature.

In this paper asymptotic approximations for these polynomials will be derived using the method of [4]. In particular, the following results in [4] will be utilized.

Lemma 1.1. For $z \in \mathbb{C} \backslash\{0\}$, the function $\Phi_{k}(n, z)$ defined by

$$
\begin{equation*}
\Phi_{k}(n, z)=\frac{n!}{(n z)^{n}} \frac{1}{2 \pi i} \int_{C}\left(w-z^{-1}\right)^{k} e^{n z w} \frac{d w}{w^{n+1}}, \tag{1.4}
\end{equation*}
$$

where $C$ is a circle with center at the origin and radius $\epsilon_{1}$, can be represented in the form

$$
\begin{equation*}
\Phi_{k}(n, z)=\frac{p_{k}(n)}{(n z)^{k}} \tag{1.5}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{0}(n)=1, \quad p_{1}(n)=0, \quad p_{2}(n)=-n, \quad p_{3}(n)=2 n, \tag{1.6}
\end{equation*}
$$

and the remaining polynomials are given by the recurrence

$$
\begin{equation*}
p_{k}(n)=(1-k) p_{k-1}(n)+n p_{k-2}(n) . \tag{1.7}
\end{equation*}
$$

Lemma 1.2. For fixed $z \neq 0$, the sequence $\Phi_{k}(n, z)$ is an asymptotic sequence for $n \rightarrow$ $+\infty$ that satisfies $\Phi_{k}(n, z)=O\left(n^{\left[\frac{k}{2}\right]-k}\right)$.
Theorem 1.3. Let $f(w)$ be a meromorphic function with simple poles $w_{1}, w_{2}, \ldots$ and analytic at the origin. Let the contour $C$ be a circle whose center is at the origin and which contains no poles of $f(w)$ inside. The polynomials $P_{n}(n z)$ defined by

$$
\begin{equation*}
P_{n}(n z)=\frac{n!}{2 \pi i} \int_{C} f(w) e^{n w z} \frac{d w}{w^{n+1}} \tag{1.8}
\end{equation*}
$$

may be expanded as the infinite sum

$$
\begin{equation*}
P_{n}(n z)=(n z)^{n} \sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!} \frac{p_{k}(n)}{(n z)^{k}}, \tag{1.9}
\end{equation*}
$$

valid for $z \in \mathbb{C} \backslash\{0\}$ such that $\left|z^{-1}\right|<\left|z^{-1}-w_{k}\right|$ for all $k=1,2, \ldots$ where $p_{k}(n)$ are the polynomials given in Lemma 1.1.

## 2. Proof of Theorem 1.3

The following proof of Theorem 1.3 is an expository of the proof presented in [4]. This is being provided to aid the derivation of the asymptotic formulas in Section 3.

Proof. Write

$$
\begin{equation*}
P_{n}(n z)=\frac{n!}{2 \pi i} \int_{C} f(w) e^{n w z-n \log w} \frac{d w}{w} \tag{2.1}
\end{equation*}
$$

The key observation used for obtaining approximations of $P_{n}(n z)$ for large $n$ and fixed $z$ is that the main contribution of the integrand to the integral originates at the saddle point of the argument of the exponential (for a discussion of saddle point method see [6]), that is, at $w=z^{-1}$. If $z^{-1}$ is not a pole of $f(w)$, then $f(w)$ can be expanded around $z^{-1}$ as follows:

$$
\begin{equation*}
f(w)=\sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!}\left(w-z^{-1}\right)^{k}, \quad\left|w-z^{-1}\right|<r, \tag{2.2}
\end{equation*}
$$

where $r$ is the distance from the $z^{-1}$ to the nearest singularity of $f(w)$. The radius $\epsilon_{1}$ of the contour $C$ in the definition of $P_{n}(z)$ can be chosen as close to 0 as necessary. Then for $w \in C\left(C:|w|=\epsilon_{1}\right)$, the above series is absolutely convergent if $\left|z^{-1}\right|<\left|z^{-1}-w_{k}\right|$ for all $k=1,2, \cdots$.

Substituting the expansion to $f(w)$ yields

$$
\begin{equation*}
P_{n}(n z)=\frac{n!}{2 \pi i} \int_{C} \sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!}\left(w-z^{-1}\right)^{k} e^{n w z} \frac{d w}{w^{n+1}}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{(k)}\left(z^{-1}\right)=\frac{k!}{2 \pi} \int_{C^{\prime}} \frac{f(t) d t}{\left(t-z^{-1}\right)^{k+1}} \tag{2.4}
\end{equation*}
$$

and $C^{\prime}$ is a circle around $z^{-1}$ whose radius $R \equiv\left|t-z^{-1}\right|<\left|z^{-1}-w_{k}\right|$ for all $k$. That is,

$$
R \equiv \min \left|z^{-1}-w_{k}\right|-\epsilon_{2} \text { for some } \epsilon_{2}>0 .
$$

Since $f(t)$ is bounded on $C^{\prime}$ there exists $M_{1}$ such that $|f(t)|<M_{1}$ for $t \in C^{\prime}$. Therefore,

$$
\begin{align*}
\left|f^{(k)}\left(z^{-1}\right)\right| & \leq \frac{k!}{2 \pi} \int_{C^{\prime}} \frac{|f(t)|}{\left|t-z^{-1}\right|^{k+1}}|d t| \\
& \leq \frac{k!}{2 \pi} \frac{M_{1}}{R^{k+1}} 2 \pi R=M_{1} \frac{k!}{R^{k}} \tag{2.5}
\end{align*}
$$

Let $a=\max _{w \in C} \frac{\left|w-z^{-1}\right|}{R}$. Note that $a$ depends only on $z, \epsilon$, and $R$ and we can make $a<1$. Then

$$
\begin{equation*}
\left|P_{n}(n z)\right| \leq M_{1} \sum_{k=0}^{\infty} \frac{n!}{2 \pi} \int_{C}\left(\frac{\left|w-z^{-1}\right|}{R}\right)^{k}\left|e^{n w z}\right| \frac{|d w|}{\left|w^{n+1}\right|} \tag{2.6}
\end{equation*}
$$

The function $e^{n w z}$ is bounded on $C$ for finite $n$ and fixed $z$. Thus, there exists $M_{2}$ such that $\left|e^{n w z}\right| \leq M_{2}$, for $w \in C$. Hence,

$$
\begin{align*}
\left|P_{n}(n z)\right| & \leq M_{1} M_{2} \sum_{k=0}^{\infty} \frac{n!}{2 \pi} \int_{C} a^{k} \frac{|d w|}{\left|w^{n+1}\right|} \\
& =M_{1} M_{2} \sum_{k=0}^{\infty} a^{k} \frac{n!}{2 \pi} \frac{1}{\epsilon_{1}^{n+1}} 2 \pi \epsilon_{1} \\
& =M_{1} M_{2} \frac{n!}{\epsilon_{1}^{n}} \sum_{k=0}^{\infty} a^{k}<\infty . \tag{2.7}
\end{align*}
$$

Evaluating the integral in (2.3),

$$
\begin{align*}
P_{n}(n z) & =\sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!} \frac{n!}{2 \pi i} \int_{C}\left(w-z^{-1}\right)^{k} e^{n w z} \frac{d w}{w^{n+1}} \\
& =(n z)^{n} \sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!} \frac{n!}{(n z)^{n}} \frac{1}{2 \pi i} \int_{C}\left(w-z^{-1}\right)^{k} e^{n w z} \frac{d w}{w^{n+1}} \\
& =(n z)^{n} \sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!} \Phi_{k}(n, z), \tag{2.8}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{k}(n, z)=\frac{n!}{(n z)^{n}} \frac{1}{2 \pi i} \int_{C}\left(w-z^{-1}\right)^{k} e^{n w z} \frac{d w}{w^{n+1}} . \tag{2.9}
\end{equation*}
$$

From Lemma 1.1 and Lemma 1.2 , the functions $\Phi_{k}(n, z)$ are polynomials in $n$ divided by powers of $n z$ and constitute an asymptotic sequence for $n \rightarrow+\infty$. The desired asymptotic sequence is

$$
\begin{equation*}
P_{n}(n z)=(n z)^{n} \sum_{k=0}^{\infty} \frac{f^{(k)}\left(z^{-1}\right)}{k!} \frac{p_{k}(n)}{(n z)^{k}}, \tag{2.10}
\end{equation*}
$$

where $p_{k}(n)$ are defined in Lemma 1.1.
Remark 2.1. As can be seen in the proof of Theorem 1.3, the results of the theorem still hold for $f(t)$ having poles $w_{1}, w_{2}, \ldots$ of order greater than 1 .

## 3. The Asymptotic Approximations

The following are the main results of the study. In the discussion below, $\delta=\log \lambda, \lambda \in$ $\mathbb{C} \backslash\{0\}$ where the logarithm is taken to be the principal branch and $\rho=\left(\delta+\mu \ln \left(b a^{-1}\right)\right) / 2$.

Theorem 3.1. (Apostol-Bernoulli type polynomials of order 1)
Let $a, b, c \in \mathbb{R}^{+} \backslash\{1\}, a \neq b$ and $\mu=(x \ln c)^{-1}$. For $x \in \mathbb{C} \backslash\{0\}$, such that $|\mu|<\left|\mu \pm \frac{\delta}{\ln \left(b a^{-1}\right)}\right|$,
the following formula holds,

$$
\begin{equation*}
B_{n}(n x ; \lambda ; a, b, c)=\frac{(n x \ln c)^{n}}{2 \sqrt{\lambda}} \frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho}\left\{1-\frac{A}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}, \tag{3.1}
\end{equation*}
$$

where,

$$
\begin{align*}
A= & \left(\frac{\ln (a b)}{2}-\frac{1}{\mu}+\frac{\ln \left(b a^{-1}\right)}{2} \operatorname{coth} \rho\right)\left(\frac{\ln (a b)}{2}+\frac{\ln \left(b a^{-1}\right)}{2} \operatorname{coth} \rho\right)-\frac{\ln (a b)}{2 \mu} \\
& +\frac{\ln \left(b a^{-1}\right)}{2}\left(\operatorname{csch}^{2} \rho \frac{\ln \left(b a^{-1}\right)}{2}-\frac{\operatorname{coth} \rho}{\mu}\right) . \tag{3.2}
\end{align*}
$$

Proof. Taking $\alpha=1$, (1.1) reduces to

$$
\left(\frac{t}{\lambda b^{t}-a^{t}}\right) c^{x t}=\sum_{n=0}^{\infty} B_{n}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!} .
$$

Applying the Cauchy Integral Formula (for a discussion about Cauchy Integral Formula, see [7], [8]),

$$
\begin{equation*}
\frac{B_{n}(x ; \lambda ; a, b, c)}{n!}=\frac{1}{2 \pi i} \int_{C} \frac{t c^{x t}}{\lambda b^{t}-a^{t}} \frac{d t}{t^{n+1}}, \tag{3.3}
\end{equation*}
$$

where $C$ is a circle with center at the origin and radius $<\left|\frac{\delta}{\ln \left(b a^{-1}\right)}\right|$. Note that $-\delta / \ln \left(b a^{-1}\right)$ is the simple pole of the integrand of (3.3) different from zero and nearest to the origin as can be seen in the computation of the singularities below.

Rewriting

$$
\begin{aligned}
\lambda b^{t}-a^{t} & =e^{\delta} e^{t \ln b}-e^{t \ln a} \\
& =\left(e^{\delta+t \ln b}-e^{t \ln a}\right) \frac{e^{-t \ln a}}{e^{-t \ln a}} \\
& =\left(e^{\delta+t\left(\ln b a^{-1}\right)}-1\right) e^{t \ln a} \\
& =\left[2 e^{\frac{\delta+t \ln \left(b a^{-1}\right)}{2}} \sinh \left(\frac{\delta+t \ln \left(b a^{-1}\right)}{2}\right)\right] e^{t \ln a} .
\end{aligned}
$$

Then (3.3) becomes

$$
\frac{B_{n}(x ; \lambda ; a, b, c)}{n!}=\frac{\frac{1}{2} \lambda^{-1 / 2}}{2 \pi i} \int_{C} \frac{t(a b)^{\frac{-t}{2}}}{\sinh \left(\frac{\delta+t \ln \left(b a^{-1}\right)}{2}\right)} c^{x t} \frac{d t}{t^{n+1}}
$$

from which,

$$
\begin{equation*}
\frac{B_{n}(n x ; \lambda ; a, b, c)}{n!}=\frac{\frac{1}{2} \lambda^{-\frac{1}{2}}}{2 \pi i} \int_{C} g(t) e^{t n x \ln c-n \log t} \frac{d t}{t} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
g(t)=\frac{t(a b)^{\frac{-t}{2}}}{\sinh \left(\frac{\delta+t \ln \left(b a^{-1}\right)}{2}\right)} \tag{3.5}
\end{equation*}
$$

The saddle-point at which the major contribution to the integral in (3.4) occurs is $\mu=$ $(x \ln c)^{-1}$. The singularities of $g(t)$ are computed as follows:

$$
\begin{aligned}
\sinh \left(\frac{\delta+t \ln \left(b a^{-1}\right)}{2}\right) \Leftrightarrow \frac{\delta+t \ln \left(b a^{-1}\right)}{2} & =k \pi i, k \in \mathbb{Z} \\
\delta+t \ln \left(b a^{-1}\right) & =2 k \pi i \\
t \ln \left(b a^{-1}\right) & =2 k \pi i-\delta \\
t_{k}:=t & =\frac{2 k \pi i-\delta}{\ln \left(b a^{-1}\right)}, k \in \mathbb{Z} .
\end{aligned}
$$

Assume that $\mu=(x \ln c)^{-1}$ is not a singularity of $g$. Then $g(t)$ can be expanded about $\mu$. That is,

$$
g(t)=\sum_{k=0}^{\infty} \frac{g^{(k)}(\mu)}{k!}(t-\mu)^{k}, \quad|t-\mu|<r
$$

where $r$ is the distance from $\mu$ to the nearest singularity of $g(t)$. The derivatives of $g(t)$ for $k=1,2$ evaluated at $t=\mu$ are given below:

$$
\begin{gather*}
g^{\prime}(\mu)=\left(1+\frac{-\mu \ln (a b)}{2}-\mu \frac{\ln \left(b a^{-1}\right)}{2} \operatorname{coth} \rho\right) \frac{e^{\frac{-\mu}{2} \ln (a b)}}{\sinh \rho}  \tag{3.6}\\
g^{\prime \prime}(\mu)=\left\{\left(\frac{\ln (a b)}{2}-\frac{1}{\mu}+\frac{\ln \left(b a^{-1}\right)}{2} \operatorname{coth} \rho\right)\left(\frac{\ln (a b)}{2}+\frac{\ln \left(b a^{-1}\right)}{2} \operatorname{coth} \rho\right)\right. \\
\left.-\frac{\ln (a b)}{2 \mu}+\frac{\left[\ln \left(b a^{-1}\right)\right]^{2}}{4} \operatorname{csch}^{2} \rho-\frac{\ln \left(b a^{-1}\right)}{2 \mu} \operatorname{coth} \rho\right\} \times \frac{\mu e^{\frac{-\mu}{2} \ln (a b)}}{\sinh \rho} . \tag{3.7}
\end{gather*}
$$

Using (3.4) and applying Theorem 1.3,

$$
\begin{aligned}
B_{n}(n x ; \lambda ; a, b, c) & =\frac{(n x \ln c)^{n}}{2 \sqrt{\lambda}}\left\{g(\mu)-\frac{g^{\prime \prime}(\mu)}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\} \\
& =\frac{(n x \ln c)^{n}}{2 \sqrt{\lambda}}\left\{\frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho}-\frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho} \frac{A}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}
\end{aligned}
$$

$$
=\frac{(n x \ln c)^{n}}{2 \sqrt{\lambda}} \frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho}\left\{1-\frac{A}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}
$$

where $A$ is as given in (3.2).
Asymptotic formula for the Apostol-Bernoulli type polynomials of order $\alpha>1$ is given in the next theorem.

Theorem 3.2. (Apostol-Bernoulli type polynomials of order $\alpha \geq 2$ )
Let $a, b, c \in \mathbb{R}^{+} \backslash\{1\}, a \neq b$ and $\mu=(x \ln c)^{-1}$. For $x \in \mathbb{C} \backslash\{0\}$ such that $|\mu|<\left|\mu \pm \frac{\delta}{\ln \left(b a^{-1}\right)}\right|$, $\delta=\log \lambda, n \geq \alpha$, the following holds,

$$
\begin{equation*}
B_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)=\frac{(n x \ln c)^{n}}{2^{\alpha} \lambda^{\frac{\alpha}{2}}}\left(\frac{\mu(a b)^{-\frac{\mu}{2}}}{\sinh \rho}\right)^{\alpha}\left\{1-\frac{\alpha\left(A+(\alpha-1) J^{2}\right)}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}, \tag{3.8}
\end{equation*}
$$

where $A$ is given in (3.2) and $J$ is given by

$$
\begin{equation*}
J=-\frac{\ln (a b)}{2}+\frac{1}{\mu}-\operatorname{coth} \rho \frac{\ln \left(b a^{-1}\right)}{2} . \tag{3.9}
\end{equation*}
$$

Proof. Applying the Cauchy Integral Formula to (1.1) yields

$$
\frac{B_{n}^{(\alpha)}(x ; \lambda ; a, b, c)}{n!}=\frac{1}{2 \pi i} \int_{C}\left(\frac{t}{\lambda b^{t}-a^{t}}\right)^{\alpha} c^{x t} \frac{d t}{t^{n+1}},
$$

where C is a circle around the origin with radius $<\left|\frac{\delta}{\ln \left(b a^{-1}\right)}\right|$.
Writing

$$
\begin{aligned}
\left(\frac{t}{\lambda b^{t}-a^{t}}\right)^{\alpha} & =\frac{t^{\alpha} a^{-\alpha t}}{\left(e^{\delta}\left(b a^{-1}\right)^{t}-1\right)^{\alpha}}=\frac{t^{\alpha} a^{-\alpha t}}{\left[\exp \left(t \ln \left(b a^{-1}\right)+\delta\right)-1\right]^{\alpha}} \\
& =\frac{t^{\alpha} a^{-\alpha t}}{\left[2 \exp \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right) \sinh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha}} \\
& =\frac{t^{\alpha}(a b)^{\frac{-\alpha}{2} t}}{2^{\alpha} \lambda^{\frac{\alpha}{2}} \sinh ^{\alpha}\left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\frac{B_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)}{n!} & =\left(2^{-\alpha} \lambda^{\frac{-\alpha}{2}}\right) \frac{1}{2 \pi i} \int_{C} \frac{t^{\alpha}(a b)^{-\frac{\alpha}{2} t} c^{n x t}}{\sinh ^{\alpha}\left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)} \frac{d t}{t^{n+1}} \\
& =2^{-\alpha} \lambda^{\frac{-\alpha}{2}} \frac{1}{2 \pi i} \int_{C} g_{\alpha}(t) c^{n x t} \frac{d t}{t^{n+1}}
\end{aligned}
$$

where,

$$
\begin{equation*}
g_{\alpha}(t)=[g(t)]^{\alpha}=\left(\frac{t(a b)^{\frac{-t}{2}}}{\sinh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)}\right)^{\alpha} . \tag{3.10}
\end{equation*}
$$

The saddle-point is still $\mu=(x \ln c)^{-1}$. The function $g_{\alpha}(t)$ has poles of order $\alpha$ at $t_{k}=$ $\frac{2 k \pi i-\delta}{\ln \left(b a^{-1}\right)}, k \in \mathbb{Z}$. Assuming that $\mu=(x \ln c)^{-1}$ is not a singularity of $g_{\alpha}(t)$. Then $g_{\alpha}(t)$ can be expanded about $\mu$. That is,

$$
g_{\alpha}(t)=\sum_{k=0}^{\infty} \frac{g_{\alpha}^{(k)}(\mu)}{k!}(t-\mu)^{k}, \quad|t-\mu|<r
$$

where $r$ is the distance from $\mu$ to the nearest singularity of $g_{\alpha}(t)$.
The derivatives for $k=1,2$ are

$$
\begin{align*}
g_{\alpha}^{\prime}(t) & =\alpha[g(t)]^{\alpha-1} g^{\prime}(t),  \tag{3.11}\\
g_{\alpha}^{\prime \prime}(t) & =\alpha\left\{g(t)^{\alpha-1} g^{\prime \prime}(t)+(\alpha-1) g(t)^{\alpha-2}\left[g^{\prime}(t)\right]^{2}\right\}, \tag{3.12}
\end{align*}
$$

where $g(t)$ is defined in (3.5). Evaluating at $t=\mu$,

$$
\begin{gather*}
g_{\alpha}^{\prime}(\mu)=\alpha\left(\frac{\mu(a b)^{-\frac{\mu}{2}}}{\sinh \rho}\right)^{\alpha}\left(-\frac{\ln (a b)}{2}+\frac{1}{\mu}-\operatorname{coth} \rho \frac{\ln \left(b a^{-1}\right)}{2}\right),  \tag{3.13}\\
g_{\alpha}^{\prime \prime}(\mu)=\alpha\left\{\left(\frac{\mu(a b)^{-\frac{\mu}{2}}}{\sinh \rho}\right)^{\alpha-1} \frac{\mu e^{-\frac{\mu \ln (a b)}{2}}}{\sinh \rho} A+(\alpha-1)\left(\frac{\mu(a b)^{-\frac{\mu}{2}}}{\sinh \rho}\right)^{\alpha-2}\left(\frac{\mu e^{-\frac{\mu \ln (a b)}{2}}}{\sinh \rho} J\right)^{2}\right\}  \tag{3.14}\\
=\alpha\left(\frac{\mu(a b)^{-\frac{\mu}{2}}}{\sinh \rho}\right)^{\alpha}\left\{A+(\alpha-1)\left(-\frac{\ln (a b)}{2}+\frac{1}{\mu}-\operatorname{coth} \rho \frac{\ln \left(b a^{-1}\right)}{2}\right)^{2}\right\} . \tag{3.15}
\end{gather*}
$$

It follows from Theorem 1.3 that

$$
\begin{aligned}
\frac{B_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)}{2^{-\alpha} \lambda^{\frac{-\alpha}{2}}} & =(n x \ln c)^{n} \sum_{k=0}^{\infty} \frac{g_{\alpha}^{(k)}(n)}{k!} \frac{p_{k}(n)}{(n x \ln c)^{k}} \\
& =(n x \ln c)^{n}\left\{g_{\alpha}(\mu)+\frac{g_{\alpha}^{\prime \prime}(\mu)}{2(n x \ln c)^{2}} p_{2}(n)+O\left(n^{-2}\right)\right\}
\end{aligned}
$$

Then,

$$
B_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)=2^{-\alpha} \lambda^{-\frac{\alpha}{2}}(n x \ln c)^{n}\left\{\left(\frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho}\right)^{\alpha}+\frac{g_{\alpha}^{\prime \prime}(\mu)}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}
$$

$$
=2^{-\alpha} \lambda^{-\frac{\alpha}{2}}(n x \ln c)^{n}\left(\frac{\mu(a b)^{\frac{-\mu}{2}}}{\sinh \rho}\right)^{\alpha}\left\{1-\frac{\alpha A+\alpha(\alpha-1) J^{2}}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}
$$

where A is given in(3.2) and

$$
J=-\frac{\ln (a b)}{2}+\frac{1}{\mu}-\operatorname{coth} \rho \frac{\ln \left(b a^{-1}\right)}{2}
$$

Theorem 3.3. (Apostol-Euler type polynomials of order 1)
Let $a, b, c \in \mathbb{R}^{+} \backslash\{1\}, a \neq b$ and $\mu=(x \ln c)^{-1}$. For $x \in \mathbb{C} \backslash\{0\}$ such that $|\mu|<\left|\mu \pm \frac{\pi i-\delta}{\ln \left(b a^{-1}\right)}\right|$, the following holds,

$$
\begin{equation*}
E_{n}(n x ; \lambda ; a, b, c)=\frac{(n x \ln c)^{n}(a b)^{\frac{-\mu}{2}} \lambda^{\frac{-1}{2}}}{\cosh \rho}\left\{1-\frac{F}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\} \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
F=\left(\frac{\ln (a b)}{2}+\frac{\ln \left(b a^{-1}\right)}{2} \tanh \rho\right)^{2}-\frac{\ln ^{2}\left(b a^{-1}\right)}{4} \operatorname{sech}^{2} \rho . \tag{3.17}
\end{equation*}
$$

Proof. Taking $\alpha=1,(1.2)$ reduces to

$$
\left(\frac{2}{\lambda b^{t}+a^{t}}\right) c^{x t}=\sum_{n=0}^{\infty} E_{n}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!}, \quad\left|t \ln \frac{b}{a}\right|<\pi
$$

Applying the Cauchy Integral Formula,

$$
\frac{E_{n}(x ; \lambda ; a, b, c)}{n!}=\frac{1}{2 \pi i} \int_{C} \frac{2 c^{x t}}{\left[\lambda b^{t}+a^{t}\right]} \frac{d t}{t^{n+1}}
$$

where $C$ is a circle around the origin with radius $<\left|\frac{\pi i-\delta}{\ln \left(b a^{-1}\right)}\right|$.
Writing

$$
\frac{1}{\lambda b^{t}+a^{t}}=\frac{a^{-t}}{e^{\delta}\left(b a^{-1}\right)^{t}+1}
$$

then

$$
\frac{E_{n}(x ; \lambda ; a, b, c)}{n!}=\frac{1}{2 \pi i} \int_{C} \frac{2\left(a^{-1} c^{x}\right)^{t}}{\left[e^{\delta}\left(b a^{-1}\right)^{t}+1\right]} \frac{d t}{t^{n+1}}
$$

With

$$
\begin{aligned}
e^{\delta}\left(b a^{-1}\right)^{t}+1 & =e^{\delta} e^{t \ln \left(b a^{-1}\right)}+1 \\
& =2 \exp \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right) \cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right),
\end{aligned}
$$

yields

$$
\begin{align*}
\frac{E_{n}(x ; \lambda ; a, b, c)}{n!} & =\frac{e^{-\frac{\delta}{2}}}{2 \pi i} \int_{C} \frac{\left((a b)^{-\frac{1}{2}} c^{x}\right)^{t}}{\cosh \left(\frac{\ln \left(b a^{-1}\right)+\delta}{2}\right)} \frac{d t}{t^{n+1}} \\
& =\frac{(\lambda)^{-\frac{1}{2}}}{2 \pi i} \int_{C} \frac{(a b)^{-\frac{1}{2} t} c^{x t}}{\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)} \frac{d t}{t^{n+1}} \\
& =\frac{\lambda^{-\frac{1}{2}}}{2 \pi i} \int_{C} f(t) c^{x t} \frac{d t}{t^{n+1}} \tag{3.18}
\end{align*}
$$

where

$$
\begin{equation*}
f(t)=\frac{(a b)^{-\frac{1}{2} t}}{\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)} . \tag{3.19}
\end{equation*}
$$

Taking $x \mapsto n x$ and writing $c^{x t}=e^{t x \ln c}$, (3.18) will take the form

$$
\frac{E_{n}(n x ; \lambda, a, b, c)}{\lambda^{-\frac{1}{2}}}=\frac{n!}{2 \pi i} \int_{C} f(t) e^{t(n x \ln c)} \frac{d t}{t^{n+1}},
$$

which is of the form (1.8) where $z=x \ln c$.
The saddle-point occurs at

$$
\begin{aligned}
\frac{d}{d t}(n x t \ln c-n \log t) & =0 \\
x \ln c-\frac{n}{t} & =0 \\
\Leftrightarrow t=(x \ln c)^{-1} & =z^{-1}:=\mu
\end{aligned}
$$

The function $f(t)$ is defined at $t=0$ with $f(0)=\frac{1}{\cosh \frac{\delta}{2}}$. Also $f^{\prime}(0)$ is defined. The singularities of $f(t)$ are the zeros of $\cosh \frac{t \ln \left(b a^{-1}\right)+\delta}{2}$, which are computed by solving for $t$ such that

$$
\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)=0 .
$$

Let $w=\frac{t \ln \left(b a^{-1}\right)+\delta}{2}$. Then

$$
\cosh w=0 \Leftrightarrow w=\left(k+\frac{1}{2}\right) \pi i, \quad(k \in \mathbb{Z}) .
$$

That is,

$$
\begin{aligned}
\frac{t \ln \left(b a^{-1}\right)+\delta}{2} & =\left(k+\frac{1}{2}\right) \pi i \\
t \ln \left(b a^{-1}\right) & =(2 k+1) \pi i-\delta \\
t_{k}:=t & =\frac{(2 k+1) \pi i-\delta}{\ln \left(b a^{-1}\right)}, k \in \mathbb{Z} .
\end{aligned}
$$

The $t_{k}$ are simple poles of $f(t)$.
Assume that $\mu=(x \ln c)^{-1}$ is not a singularity of $f(t)$. Then $f(t)$ can be expanded about $t=\mu$ as follows:

$$
f(t)=\sum_{k=0}^{\infty} \frac{f^{(k)}(\mu)}{k!}(t-\mu)^{k}, \quad|t-\mu|<r
$$

where $r$ is the distance from $\mu$ to the nearest singularity of $f(t)$.
The first few derivatives of $f$ at $t=\mu$ are given below:

$$
\begin{gather*}
f^{\prime}(\mu)=\left(-\frac{\ln (a b)}{2}-\frac{\ln \left(b a^{-1}\right)}{2} \tanh \rho\right) \frac{(a b)^{-\frac{t}{2}}}{\cosh \rho},  \tag{3.20}\\
f^{\prime \prime}(\mu)=\left\{\left[\frac{\ln (a b)}{2}+\frac{\ln \left(b a^{-1}\right)}{2} \tanh \rho\right]^{2}-\frac{\ln ^{2}\left(b a^{-1}\right)}{4} \operatorname{sech}^{2} \rho\right\} \frac{(a b)^{-\frac{t}{2}}}{\cosh \rho} . \tag{3.21}
\end{gather*}
$$

Applying Theorem 1.3, the result follows.
For the Apostol-Euler type polynomials of order $\alpha>1$ see the following theorem.
Theorem 3.4. (Apostol-Euler type polynomials of order $\alpha \geq 2$ ) Let $a, b, c \in \mathbb{R}^{+} \backslash\{1\}, \alpha \in$ $\mathbb{Z}^{+}, a \neq b$ and $\mu=(x \ln c)^{-1}$. For $x \in \mathbb{C}$ such that $\left|\mu \pm \frac{\pi i-\delta}{\ln \left(b a^{-1}\right)}\right|$ and $n \geq \alpha$, the following formula holds,

$$
\begin{equation*}
E_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)=\frac{(n x \ln c)^{n}}{\lambda^{\frac{\alpha}{2}}}\left(\frac{(a b)^{-\frac{\mu}{2}}}{\cosh \rho}\right)^{\alpha}\left\{1-\frac{\alpha F+\alpha(\alpha-1) H^{2}}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\} \tag{3.22}
\end{equation*}
$$

where

$$
H=\frac{-\ln (a b)}{2}-\frac{\ln \left(b a^{-1}\right)}{2} \tanh \rho,
$$

and $F$ is given in Theorem 3.3.

Proof. Applying the Cauchy - Integral Formula to (1.2) yields

$$
\frac{E_{n}^{(\alpha)}(x ; \lambda ; a, b, c)}{n!}=\frac{2^{\alpha}}{2 \pi i} \int_{C} \frac{c^{x t}}{\left(\lambda b^{t}+a^{t}\right)^{\alpha}} \frac{d t}{t^{n+1}}
$$

where $C$ is a circle centered at zero with radius $<\left|\frac{\pi i-\delta}{\ln \left(b a^{-1}\right)}\right|$.
Write

$$
\begin{aligned}
\frac{1}{\lambda b^{t}+a^{t}} & =\frac{a^{-t}}{e^{\delta}\left(b a^{-1}\right)^{t}+1}, \\
\frac{1}{\left(\lambda b^{t}+a^{t}\right)^{\alpha}} & =\frac{a^{-\alpha t}}{\left[e^{\delta}\left(b a^{-1}\right)^{t}+1\right]^{\alpha}}, \\
e^{\delta}\left(b a^{-1}\right)^{t}+1 & =2 \exp \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right) \cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right) \\
{\left[e^{\delta}\left(b a^{-1}\right)^{t}+1\right]^{\alpha} } & =\left[2 \exp \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha}\left[\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha} \\
& =2^{\alpha} \lambda^{\frac{\alpha}{2}} e^{t \frac{\alpha}{2} \ln \left(b a^{-1}\right)}\left[\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha}
\end{aligned}
$$

Then,

$$
\frac{E_{n}^{(\alpha)}(x ; \lambda ; a, b, c)}{n!}=\frac{\lambda^{-\frac{\alpha}{2}}}{2 \pi i} \int_{C} \frac{(a b)^{-\frac{\alpha}{2} t}}{\left[\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha}} c^{x t} \frac{d t}{t^{n+1}}
$$

Let

$$
h(t)=\frac{(a b)^{-\frac{\alpha}{2} t}}{\left[\cosh \left(\frac{t \ln \left(b a^{-1}\right)+\delta}{2}\right)\right]^{\alpha}}=[f(t)]^{\alpha}
$$

Then

$$
\begin{equation*}
\frac{E_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)}{n!}=\frac{\lambda^{-\frac{\alpha}{2}}}{2 \pi i} \int_{C} h(t) c^{n x t} \frac{d t}{t^{n+1}} \tag{3.23}
\end{equation*}
$$

still with saddle point at $\mu=(x \ln c)^{-1}$. The poles of $h(t)$ are at $t=0$ of order $n+1$ and at $t_{k}=\frac{(2 k+1) \pi i-\delta}{\ln \left(b a^{-1}\right)}, k \in \mathbb{Z}$ each of order $\alpha$. Assuming that $\mu$ is not a singularity of $h(t)$, $h(t)$ can be expanded about $\mu$ given by

$$
h(t)=\sum_{k=0}^{\infty} \frac{h^{(k)}(\mu)}{k!}(t-\mu)^{k}
$$

It follows from Theorem 1.3 that

$$
\frac{E_{n}^{(\alpha)}(n x ; \lambda ; a, b, c)}{\lambda^{-\frac{\alpha}{2}}}=(n x \ln c)^{n} \sum_{k=0}^{\infty} \frac{h^{(k)}(\mu)}{k!} \frac{p_{k}(n)}{(n x \ln c)^{k}}
$$

$$
\begin{equation*}
=(n x \ln c)^{n}\left\{h(\mu)-\frac{h^{\prime \prime}(\mu)}{n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\} . \tag{3.24}
\end{equation*}
$$

Computing the derivatives $h^{(k)}(t), k=0,1,2$ with $h^{0}(t)=h(t)$ and evaluating at $t=\mu$ will give

$$
\begin{aligned}
h(\mu) & =[f(\mu)]^{\alpha}=\frac{(a b)^{-\frac{\alpha}{2}} \mu}{\cosh ^{\alpha} \rho} \\
h^{\prime}(\mu) & =\alpha[f(\mu)]^{\alpha-1} f^{\prime}(\mu) \\
h^{\prime \prime}(\mu) & =\alpha\left\{[f(\mu)]^{\alpha-1} f^{\prime \prime}(\mu)+(\alpha-1)[f(\mu)]^{\alpha-2}\left[f^{\prime}\right]^{2}\right\},
\end{aligned}
$$

where $f(\mu)$ is obtained from (3.19), $f^{\prime}(\mu)$, and $f^{\prime \prime}(\mu)$ are given in (3.20), and (3.21), respectively. Substitution to (3.24) will give the desired result.

To obtain an asymptotic formula for the Apostol-Genocchi type polynomials the following lemma will be used.

Lemma 3.5. Let $a, b, c \in \mathbb{R}^{+} \backslash\{1\}, \alpha \in \mathbb{Z}^{+}, \lambda \in \mathbb{C} \backslash\{1\}$, $a \neq b$. For $x \in \mathbb{C}$,

$$
G_{n+\alpha}^{(\alpha)}(x ; \lambda ; a, b, c)=(n+\alpha)_{\alpha} E_{n}^{(\alpha)}(x ; \lambda ; a, b, c),
$$

where

$$
(n)_{\alpha}=n(n-1)(n-2) \ldots .(n-(\alpha-1) .
$$

Proof. Dividing both sides of (1.3) by $t^{\alpha}$ yields,

$$
\begin{aligned}
\left(\frac{2}{\lambda b^{t}+a^{t}}\right)^{\alpha} c^{x t} & =\sum_{n=0}^{\infty} G_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n-\alpha}}{n!} \\
& =\sum_{n=\alpha}^{\infty} \frac{(n-\alpha)!}{n!} G_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n-\alpha}}{(n-\alpha)!} \\
& =\sum_{n=\alpha}^{\infty} \frac{G_{n}^{(\alpha)}(x ; \lambda ; a, b, c)}{(n)_{\alpha}} \frac{t^{n-\alpha}}{(n-\alpha)!}
\end{aligned}
$$

Let $s=n-\alpha$. Then $n=s+\alpha$ and

$$
\begin{aligned}
\left(\frac{2}{\lambda b^{t}+a^{t}}\right)^{\alpha} c^{x t} & =\sum_{s=0}^{\infty} \frac{G_{s+\alpha}^{(\alpha)}(x ; \lambda ; a . b . c)}{(s+\alpha)_{\alpha}} \frac{t^{s}}{s!} \\
& =\sum_{n=0}^{\infty} \frac{G_{n+\alpha}^{(\alpha)}(x ; \lambda ; a . b . c)}{(n+\alpha)_{\alpha}} \frac{t^{n}}{n!} \\
\sum_{n=0}^{\infty} E_{n}^{(\alpha)}(x ; \lambda ; a, b, c) \frac{t^{n}}{n!} & =\sum_{n=0}^{\infty} \frac{G_{n+\alpha}^{(\alpha)}(x ; \lambda ; a . b . c)}{(n+\alpha)_{\alpha}} \frac{t^{n}}{n!}
\end{aligned}
$$

Comparing coefficients yields

$$
\begin{equation*}
G_{n+\alpha}^{(\alpha)}(x ; \lambda ; a . b . c)=(n+\alpha)_{\alpha} E_{n}^{(\alpha)}(x ; \lambda ; a, b, c) . \tag{3.25}
\end{equation*}
$$

Taking $\alpha=1$, it follows from Lemma 3.5 that

$$
\begin{equation*}
G_{n+1}(x ; \lambda ; a . b . c)=(n+1) E_{n}(x ; \lambda ; a, b, c) . \tag{3.26}
\end{equation*}
$$

Corollary 3.6. Let $a, b, c \in \mathbb{R} \backslash\{1\}, a \neq b$ and $\mu=(x \ln c)^{-1}$. For $\lambda, x \in \mathbb{C} \backslash\{0\}, \lambda \neq 1$ such that $|\mu|<\left|\mu \pm \frac{\pi i-\delta}{\ln \left(b a^{-1}\right)}\right|$,

$$
\begin{equation*}
G_{n+1}(n x ; \lambda ; a, b, c)=(n+1) \frac{(n x \ln c)^{n}(a b)^{\frac{-\mu}{2}} \lambda^{\frac{-1}{2}}}{\cosh \rho}\left\{1-\frac{F}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}, \tag{3.27}
\end{equation*}
$$

where $F$ is given in Theorem 3.3.

Proof. This follows from (3.26) and Theorem 3.3.
Corollary 3.7. Let $a, b, c \in \mathbb{R} \backslash\{1\}, \alpha \in \mathbb{Z}^{+}, a \neq b$ and $\mu=(x \ln c)^{-1}$.
For $\lambda, x \in \mathbb{C} \backslash\{0\}$
$G_{n+\alpha}^{(\alpha)}(n x ; \lambda ; a, b, c)=(n+\alpha)_{\alpha} \frac{(n x \ln c)^{n}}{\lambda^{\frac{\alpha}{2}}}\left(\frac{(a b)^{-\frac{\mu}{2}}}{\cosh \rho}\right)^{\alpha}\left\{1-\frac{\alpha F-\alpha(\alpha-1) H^{2}}{2 n(x \ln c)^{2}}+O\left(n^{-2}\right)\right\}$,
where

$$
\begin{equation*}
H=\frac{-\ln (a b)}{2}-\frac{\ln \left(b a^{-1}\right)}{2} \tanh \rho, \tag{3.28}
\end{equation*}
$$

and $F$ is given in Theorem 3.3.
Proof. This follows from Lemma 3.5 and Theorem 3.4.

## 4. Conclusion and Recommendation

The formulas obtained in the paper are valid for nonzero complex numbers $x$ such that the distance of $(x \ln c)^{-1}$ from the origin is smaller than its distance to the pole of the generating function nearest to the origin. This validity can be enlarged by isolating the contribution of the poles. This method was done in [4], [5]. The authors recommend to obtain approximation formulas with enlarged region of validity for the polynomials studied here.
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