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Abstract. This study addresses the challenge of achieving scaled consensus in multi-agent sys-
tems with edge dynamics, a critical aspect for practical applications such as traffic networks and
distributed energy systems. Utilizing graph theory, matrix analysis, and Lyapunov stability, we
propose impulsive consensus protocols designed for both directed and undirected topologies. These
protocols enable agents to converge proportionally to desired ratios among states, generalizing
classical consensus approaches while significantly reducing communication and control costs. We
establish sufficient conditions for achieving scaled consensus, demonstrating that it requires the
line graph of the communication network to be connected and contain a spanning tree. Numerical
simulations validate the robustness and efficiency of the proposed protocols, highlighting their scal-
ability and adaptability in dynamic and resource-constrained environments. The findings provide
a solid foundation for real-world applications, including autonomous vehicles, distributed energy
systems, and robotic coordination, where proportional state alignment is essential.
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1. Introduction and preliminaries

The consensus problem in multi-agent systems has been a cornerstone of research in
networked control systems, particularly over the last decade. Traditional investigations
have predominantly focused on achieving agreement among node states, using nodal dy-
namics to model interactions. Seminal works, such as those by Olfati-Saber et al. [8, 9],
developed integrator and linear models for consensus, which have since been extended to
nonlinear [23], second order [21], and higher order systems [5]. These studies laid the
groundwork for a variety of applications, from sensor networks to robotics.

However, practical scenarios often reveal the limitations of the nodal dynamics in cap-
turing real-world complexities. For instance, in transportation systems or energy networks,

*Corresponding author.
DOLI: https://doi.org/10.29020 /nybg.ejpam.v18il.5755

Email addresses: siriluk.pa@up.ac.th (S. Donganont),
uamporn.wi@up.ac.th (U. Witthayarat), mana.do@up.ac.th (M. Donganont)

https://www.ejpam.com 1 Copyright: (©) 2025 The Author(s). (CC BY-NC 4.0)



S. Donganont, U. Witthayarat, M. Donganont / Eur. J. Pure Appl. Math, 18 (1) (2025), 5755 2 of 17

edge dynamics representing interactions rather than individual states offer a more accu-
rate framework. Edge-based modeling has been particularly relevant in scenarios such as
traffic systems, where road conditions (edges) rather than junction states (nodes) dictate
flow efficiency [6, 14, 18]. The burgeoning interest in edge dynamics has inspired a new
wave of research aimed at solving edge consensus problems under dynamic topologies.

A pressing challenge in multi-agent systems is the coordination of agents in discrete
time intervals, a scenario where continuous-time protocols falter. This has motivated the
adoption of impulsive consensus protocols, which leverage impulsive control strategies to
enable abrupt state adjustments at specified time instances. These protocols, as high-
lighted in studies such as Wang et al. [14] and Liu et al. [16, 17], significantly reduce com-
munication overhead while maintaining robust system performance. Applications span
autonomous systems [12], deep-space missions, and energy-efficient wireless sensor net-
works, where communication constraints are a critical consideration (see more examples
in [1, 15, 19, 20, 22]).

A particularly intriguing domain within consensus research is the scaled consensus
problem. Unlike traditional consensus, which focuses on convergence to a single shared
state, scaled consensus aims to achieve predefined proportional relationships among agent
states. This paradigm finds practical utility in biological systems, multi-robot coordi-
nation, and distributed energy systems [11]. Despite its potential, scaled consensus has
remained relatively under explored, especially concerning edge dynamics and the impulsive
protocols necessary to regulate them under complex topologies.

This paper aims to fill this gap by addressing the scaled consensus problem for edge-
dynamic multi-agent systems under both directed and undirected topologies. Inspired by
foundational works [7, 11, 14], we introduce novel impulsive control protocols, extending
their applicability to scenarios characterized by heterogeneous agent dynamics. Specifi-
cally, our contributions include:

(1) A rigorous exploration of scaled consensus under impulsive protocols for edge dy-
namics, expanding on prior analyses of nodal dynamics [1, 2].

(2) The establishment of sufficient conditions for achieving scaled consensus, leveraging
graph theory and Lyapunov-based stability criteria.

The rest of the paper is organized as follows. Section 2 reviews foundational concepts
and frames the problem. Section 3 presents the main results, deriving conditions for scaled
consensus in undirected and directed topologies. Numerical simulations, illustrating the
efficacy of the proposed methods, are provided in Section 4. Finally, Section 5 concludes
the paper with a discussion of future research directions.

2. Preliminaries and Problem formulations

2.1. Preliminaries

In this section, we introduce essential concepts from graph theory and matrix theory
(for further details, see [3, 4]). Throughout the paper, interactions among n agents are
represented as a weighted directed graph G = (V, &, A), where V = {v;, v9, ..., v, } denotes
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the set of nodes,& = {e;; = (v;,vj)} €V x V represents the set of edges, and A = [a;j]nxn
is a nonnegative matrix. The neighbors of agent i are indicated by N; = {j : a;; >
0}. The out-degree and in-degree of node v; are represented as degoy:(vi) and degiy, (v;),
corresponding to the number of edges e;; = (v;,v;) and er; = (vg,v;), respectively. A
graph is considered balanced if each node’s out-degree equals its in-degree. A directed
path in G consists of a sequence of edges (vj,,vi,), (Viy, Vig), (Vig, Viy), .., and so on. A
digraph G is termed strongly connected if there exists a directed path between any two
nodes in G. A directed tree is a digraph with a single root (no edges pointing to this
node), where every node except the root has exactly one parent. A spanning tree of G is
a directed tree that connects all nodes in G. Additionally, we denote R as the set of real
numbers, N as the set of positive integers, and R™ as the n-dimensional real vector space.
For a vector or matrix B, BT represents its transpose, and || X|| indicates the Euclidean
norm of vector X. A vector is nonnegative if all its components are nonnegative, while the
column vector with all entries equal to one or zero is denoted by 1,, and 0, respectively.
In is the n-dimensional identity matrix, and a diagonal matrix with diagonal elements
ai,ag, ..., an is represented as diagar,as, ..., an. Furthermore, [a;j]ny is an n by n matrix
with a;; as its (4, j)th entry. A matrix B = [bjj]nn is classified as nonnegative, denoted
by B > 0, if all its entries are nonnegative. For nonnegative matrices, we define an order
such that if A and B are nonnegative, then A > B implies A — B is also a nonnegative
matrix. A is termed a stochastic matrix if it is nonnegative and the sum of each row equals
1. A stochastic matrix A is called indecomposable and aperiodic (SIA) if there exists a
column vector v such that lim, ., A" = 1,07, where 1,, = (1,1,...,1)T is a n x 1 vector.
Additionally, we provide some useful definitions, lemmas, and properties.

Definition 1. /3] For an undirected graph G with the Laplacian matriz L the algebraic
connectivity is defined as Ao(L), the second smallest eigenvalue of L:

' Lx
A = i —_—.
2(£) x;éOmllqanO xTx
Lemma 1. [10] Let G be a digraph with adjacency matriz A and Laplacian L. Then
L= Sym(L) = (L+ LT)/2 is a valid Laplacian matriz for G if G is balanced.

Lemma 2. [13] A stochastic matriz has algebraic multiplicity equal to one for eigenvalue
A =1 if and only if the graph associated with matriz has a spanning tree. Furthermore,
a stochastic matriz with positive diagonal elements has the property that |\| < 1 for every
etgenvalue not equal to one.

Lemma 3. [13] Let A = [ajjlnxn be a stochastic matriz. If A has an eigenvalue A = 1
with algebraic multiplicity equal to one, and all the other eigenvalues satisfy |\ < 1, then
A is SIA, that is, lim_oo A¥ = 1,47, where y is nonnegative and satisfies ATy =y,
15y = 1.

2.2. Problem formulation

Consider an undirected network G = (V, £), with a set of N nodes and M edges, where
E = {(i,j) : if there is an edge between node i and node j} and V = {1,2,...,N}.
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The topology of the network is described by the adjacency matrix A = [a;j]nx N, where

{1, it (i,5) € &;
aji = aij =

0, otherwise.

Different from the undirected network, the directed network can be denoted by G = (V, &),
where £ = {(4,7);if node i can receive information from node j}. The topology of the
network is described by the adjacency matrix A = [ai;]nxn, where

1 if (i,7) € &;
aij:{, if (i) € &

0, otherwise.

For any node i, its inbound edge (i, k) is adjacent to its outbound edge (j,i) while its
outbound edge (j,4) is adjacent from its inbound edge (i,k). For better description and
understanding, we say that the inbound edge (i, k) is the valid neighbor of the outbound
edge (j,i). Let x;(t) and B;; # 0 be the state and scalar scale of edge (i,7) at time ¢,
respectively. Thus, the edge dynamics of each edge can be designed as follows:

ﬁijiij(t) = uij(t), for (Z,]) €&, (21)

where u;; € R is a consensus protocol. In general, one says that the protocol u;; in (2.1)
solves the edge consensus problems if the following definition is satisfied:

Definition 2. The multi agent system (2.1) is said to reach scaled consensus in edge
dynamics if for any initial conditions,

tkh—r>noo Hﬂijxij(tk) - Bk’ska(tk)H =0, forall (Z7J)> (ka 3) ec. (22)

3. scaled consensus results on edge dynamics

3.1. Undirected communication networks

In this section, we solve scaled consensus problem of edge dynamics in MASs by de-
signing the consensus protocol, denoted by u;;, which depends on the states of the edge
(i,7) and its neighboring edges. In addition, two edges are neighboring edges if they share
exactly a common ending vertex.

Assuming that the multi-agent system (2.1) has been modelled as a connected digraph,
where G = (V,€, A) and ¢’ = (V, &', A'), are the communication networks of system (2.1)
at time ¢ and at the impulsive time tj, respectively. Given any scalar scales f;; # 0 for all
i, 7, the scaled consensus protocol of multi-agent system (2.1) based on the state of edges
in a communication network GUG’ and its line graph is defined as follows: for ¢ € (tx_1, tx],

wig(t) = 1Byl | D ais[Biswis(t) — Bijwig (0] + Y ajs[Bjswjs(t) — Bijwsj (1))

seN; sEN;



S. Donganont, U. Witthayarat, M. Donganont / Eur. J. Pure Appl. Math, 18 (1) (2025), 5755 5 of 17

+h- ’,87,| Z [ Z Qs stxzs( ) - /Bijajij(t)]

=1 LseN/
+ Z /Bjsaf']s 62]-751] (t)}] 5(t - tk)? for (27]) €¢, (31)
sEN]

where (3;; is the scalar scale of an edge (i,7); h = t; — t;—1 is a sampling period; N; and
N are the neighboring sets of node i at time ¢ and impulsive time ¢, respectively.

Remark 1. It can be seen that if B;j = 1 for all i,j, the consensus protocol (3.1) will
reduce to the following consensus protocol

wii(t) = | D ailois(t) = wii (0] + Y agalas(t) — w5 (0)
sEN; SEN;
+h- Z [ D aislais(t) — ()]
= seN]
+ D dlwis(t) —%j(t)]] o(t —tx), for (i,j)€E. (3.2)
sG/\/’J{

Remark 2. If there is no instantaneous contact or update at the impulsive time tp and
Bij =1 for all i, 7, the consensus protocol (3.1) is described as in the following consensus
protocol

Uij(t) = [ Z ais[xis( l‘zy + Z Ajs -Tjs xij(t)]]a fOT (’L,]) € gv (3'3)
seN; SEN;
which was investigated by Wang et al., [14]. This shows the generalization of our protocol.

By the definition of the Dirac delta function, the system (2.1) and protocol (3.1) can
be described as the impulsive system:

Bijiij(t) = | Bij [Zse/\/} ais|Bisis(t) — Bijwij(t)]

+ 2 sen; @isleis(t) — %’(75)}] , tE (tr—1,th),

Aﬁwxw tk = h’ﬁz| Z [ Z Qjs ﬁzstS(tk) Bijl'ij(tk)] + Z ajs[sz(tk) - xij(tk)] )
L leN] seN; seN;

(3.4)
where AByjzij(ty) = Bijaij () —Bijrii (t); Bijrij(tF) = hlirélJr Bijxij(te+h) and Bijai;(t, ) =
li i (T — h).
hgéh B jL ]( k )



S. Donganont, U. Witthayarat, M. Donganont / Eur. J. Pure Appl. Math, 18 (1) (2025), 5755 6 of 17

With out loss of generality, we assume that the solution of system (3.4) is left continu-
ous, that is, Bijxij(t/;) = BijTij (tx) and let Y (t) = (ﬂijxij(t))T S RM, 1=1,2,...,N, 1<
35 Yij = Bijzi; Bij # 0, B = diag(Bi;) € RM*M 1 € RT. Then, the system (3.4) can be
written as the form:

{Y(t = h|BIQY (), t# tg, (3.5)

)
Y(t5) = Ly + hIBIQIY (t),  keN,

where h is a step size, Ips is an identity matrix, |B| = diag(|5;;]), @ and Q" are the
zero-row-sum symmetric matrices with nonnegative off-diagonal elements and the diagonal
elements are —{>_ \r o; ais+.Z.S€Nj’S# a;s} at time ¢ and impulsive time ¢y, respectively.
Let Bmaz = max{|B;;|}, fori, j € Iy and A = Brazmaz{d e, ozj GistDsen; s st
The following assumptions and lemma are provided in order to obtain our main results:
1
(A1) 0<h< N
(A2) there exists a constant 0 < a < 1 such that

(1 — o)L + h|B|Q" + AIBIQ™ + (h[B|)*Q" Q" < 0.

The conditions (A1) and (A2) are critical to the results as they ensure stability and
convergence of the scaled consensus protocols. However, satisfying these conditions in
real-world applications presents several practical challenges and limitations.

1. Condition (A1) imposes an upper bound on the step size h, which depends on
the maximum scaling factor 3;; and the graph topology (e.g., adjacency matrix and de-
gree distribution). In dense or highly connected networks, the maximum degree can be
large, significantly reducing the permissible step size h. This can lead to slower conver-
gence and may necessitate frequent impulsive updates, which increase communication and
computational overhead.

2. Condition (A2) involves matrix inequalities that depend on the eigenvalues of
the system’s Laplacian matrix. Computing and verifying these conditions require precise
knowledge of the network’s topology and weights, which may not always be available or
feasible in large-scale or dynamically changing networks. Furthermore, satisfying (1—a)) I+
h|B|Q’ < 0 can be restrictive in heterogeneous networks where §;; varies significantly.

In real-world applications, such as wireless sensor networks or distributed control sys-
tems, communication delays, packet losses, and resource constraints add complexity. For
example:

e Delays and Losses: Even if h is chosen appropriately, delays in receiving updates
can violate stability.

¢ Dynamic Topologies: Changes in the network structure (e.g., node or edge fail-
ures) can render the pre-computed conditions invalid.

To address these challenges, adaptive protocols that dynamically adjust h and 3;; based
on real-time network conditions could be explored. Additionally, decentralized methods
that rely on local information rather than global connectivity can improve scalability and
robustness.
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Lemma 4. Let L be the Laplacian matriz of a communication network IL.(G U G") with M

nodes. Define Bmqe = max|B;j|, where B;; be a nonzero scalar scale of edge (i, j). Assume

the step size h satisfies (A1) and |B| = diag(|8i;]), (Bi;) € RM. Then, In + h|B|Q is

SIA, i.e., klim [T + R|B|Q)* = 1ayT if and only if L(GUG') contains a spanning tree.

— 00

Furthermore, [In; + h|B|Q)Ty =y, 11,y = 1, where each element of y is nonnegative.
Proof. (Sufficiency) Since 0 < h < (A)~! and using the fact that L = —Q, one

obtains Ins + h|B|Q = Iy — h|B|L = (Ins — h|B|D) + h|B|A is a stochastic matrix with

positive diagonal entries, where D = diag(dy,...,dys) and A are the degree matrix and

adjacency matrix of L(GUG’), respectively. Obviously, for all r,s € Zy; r # s, the

(r, s)th entry of Ins — h|B|L is positive if and only if a,s > 0. Then, L(G U G’) is the graph

associated with Ins—h|B|L. Combining Lemma 2 and Lemma 3, gives klim [Ty —h|B|L]F =

— 00

klim Inrr + h|B |Q]k = 1y", when G has a spanning tree, where y is nonnegative vector.

— 00

Moreover, y satisfies [Ins + h|B|Q|Ty =y, 11,y = 1.

(Necessary) From Lemma 2, if (G U G’) does not contain a spanning tree, the algebraic

multiplicity of eigenvalue A = 1 of Iy;—h|B|L is m > 1. Then, the rank of klim [Tpr—h|B|L]*

—00

is not equal to 1. This implies that

[Ty + h|B|Q)* [Tar — hIBIL]" # 1ay”.

lim = lim
k—o0 k—oo

Therefore, Ip + h|B|@ is not SIA.

The following theorem is the scaled consensus results based on the undirected network.

Theorem 1. Let G be a communication network of the multi-agent system (2.1) and
Bij # 0 be a scalar scale of edge (i,7). Assume that the assumptions (A1) and (A2)
hold. Then, the multi-agent system (2.1) with the protocol (3.1) reaches scaled consensus
on edge dynamics if and only if the line graph 1.(G U G’) is connected.

Proof. (Sufficiency) Let Y = (B;;zi;) € RM, where y;; = Bijz:; € R for all (i, j) € €.
Since (G U G’) is connected, one obtains that

1
gy = Ave(y) = i Z y;; is invariant quantity i.e.,
(i,5)€E

_ _ 1
5) =900) = 57 > i(0).
(i,9)€E
The invariant of § allows decomposition of y;; for (,j) € £ as in the following equation:
&ij(t) = yi;(t) — 7, t € (tr—1,tl,

&Gi(tH) = yi(tf) — g and &;(t,) = &;(tk), for all (4,5) € £, with initial conditions
y(to) = y(0) = (y;;(0))T, where & = (&;)T, (i,j) € € is the error vector or disagreement
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vector. Thus,

() = [ + hIBIQEM),  t=tx, keN. (3.6)

Consider the Lyapunov function candidate as follows:
V() =¢'e
Let V(€) =: V(£(t)). Since L(GUG') is connected, by Lemma 1 [10], we have £ =
Sym(L) = (L + LT)/2, where L = —Q is the Laplacian matrix of L(GUG’). Hence, by
the definition 1, the total derivation of V(£) with respect to (3.6) is
V() =¢e+e'e

=((BIQ)" +1BlQ)E

= —2¢7(IBIL)¢

< —2Xo(|BIL)V (1)

{éoﬁ) = |BlQg(1), t# t

This implies that, for t € (tx_1, tg],

V(t) < 6_2)\2“8'&)“_%*1)V(tz_l),

On the other hand, when ¢ = t;,_y, using (1—a)Iy; +h|B|Q' +h|B|QT + (h|B])?QT Q' <0,
for 0 < a < 1, gives
V(t{_y) = €" (te-1)(Tar + hIBIQ)" (Tus + h|BIQ)S (ts-1)
= &7 (te—1) [T + BIBIQT + hIBIQ" + (h|B)*Q" Q' — alnr + aXar]é(ts—1)
= " (t-1)[(1 = )Tar + 1IBIQ™ + h[BIQ" + (hIB)*QT Q1€ (t—1)
+ & (th-1)€ (te—1)
< o™ (ty-1)€(tp-1)
= aV(tg-1).

In general, for t € (tx_1, tx], we have

V(t) < ablemP2(BIOE—) (4.

Hence, )
l€(t)] < Oz(k_l)/2€_)‘2(|8|£)(t_t0)|f(tar)’,t € (tp_1,ts-

Therefore,
|Yij(t) —yll >0 as t — oo or tli)m Bijrij(t) =7, VY (i,7) €&.
o
This implies that, for t € (tx_1, tg],

tllg)lo ||/67«]xlj(t) - ﬂklxkl(t)u =0 for all (Zvj)v (kv l) €g.
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(Necessity) Suppose that L(G U G’) is not connected. Thus, it does not contain a span-
ning tree. Then, by Lemma 4, we have klim [Trr + R|B|Q')* # 1,47 . Hence,
—00

tlgn ||/81]x13( ) - /Bklmkl(t)u 7é 07 for some (Zaj)v (kvl) €&
This implies that the multi-agent system (2.1) under the protocol (3.1) cannot achieve
scaled consensus.

If the scalar scales of all edge are equal to one, the consensus problem can be solved
as in following corollary.

Corollary 1. Let G be a communication network of the multi-agent system (2.1). Assume
that the following assumptions are satisfied:
1
(I) 0 < h< ,
max{ZseM,syﬁj ais + Zse/\/j,s;éi Qjs
(II) there exists a constant 0 < a < 1 such that

(1 —a)y +hQ +hQT +1r2Q7Q <.

Then, the multi-agent system (2.1) with the protocol (3.2) reaches consensus on edge dy-
namics if and only if the line graph (G U G') is connected.

3.2. Directed topology

In this section, scaled consensus problems of edge dynamics via directed networks are
investigated. Similar to undirected network, we transform the original nodal graph into
its corresponding line graph. Obviously, the line graph L(G) of a digraph G is a directed
graph, and there are val d(in); vertices and val d(in);d(out); edges in L(G), where
d(in); and d(out); is the in-degree and out-degree of node i, respectively. In addition, the
order pair (i,7) refers to the directed edge from node j to node ¢, and if the direct edge
(41, 7;) is the valid neighbor of the directed edge (i2,j2) in the original nodal graph, add
a new directed edge between the generated nodes i1, j; and 9, j2, and (i1, ;) is the initial
node of the new directed edge while (i2, j2) is its terminal node. The detailed evolution of
a digraph to its line digraph can be seen in [18].

The edge consensus protocol for directed topology can be designed as

wig(8) = |Bisl | Y ajs[Biswis(t) — Bijwij (1))
sEN'

+h- WZ D di[Bismis(t) — Bijri (D)]6(t — t), V(i §) € &, (3.7)

k=1 (i,s)€€&’

where all variables are defined as in the previous section.
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Remark 3. If 5;; = 1 for all edge (i, j), the protocol (3.7) can be written as

uij(t) = Z ajs[xis(t) - xij(t)]

SEN;

+h- Z Z a;s[xis(t) - xij(t)](s(t - tk’)vv(Zv]) € 57 (38)

k=1 (i,s)e€&’

which can be called as an impulsive protocol and if E' = 0 or there is no instantaneous
contact at the sampling time t;, and B;; = 1 for all edge (i, j), one obtains

wig(t) = Y ajslwis(te) — wi(t)], V(i j) €€, (3.9)
seEN;

which were studied in [18].

Theorem 2. Consider a directed communication network G with N nodes and M edges,
where the edge dynamics described as in (2.1). Then, the consensus protocol (3.7) solves
scaled consensus of edge dynamics if and only if, for any initial state, the following con-
ditions are satisfied:

(I) the step size h is satisfies

1

0<h< .
mami:j{2j€M7s¢i ajs}ﬁmax ’

(3.10)

(II) there exists a constant 0 < o <1 such that
(1 = a)ar + h|BIW' + h[BIW'™ + (h|B|)*W"T W' < 0;
(III) the line digraph 1L(G U G’) is balanced and contains a spanning tree.

Proof. (Sufficiency) Assume that the conditions (I), (/) and (I1I) are satisfied.
According to the definition of the Dirac delta function, the system (2.1) under protocol
(3.7) can be written as

Bijiij(t) = [Bij| D osen tis[Bisis(t) — Bijwij(t)], t € (th—1,tk),
ABijaii(tr) = hlBil Y af[Biswis(tr) — Bijwij (te)], (3.11)
seN/

where AB;jxij(tr) = Bijwi; () —Bijzij(t,); Bijzij () = hﬂ%ﬁ Bijwij(trth) and Bijai;(ty) =
Jim By (te — h).

With out loss of generality, we assume that the solution of system (3.11) is left
continuous, that is, ﬁz‘jxi]‘(t;) = ,Bijajij(tk) and let Y (t) = (ﬂijxij(t))T € RM, 1, =
1,2,...,N, 1 <y; Yij = ﬁijl‘ij; ﬁij #0, B= diag(ﬁij) S RMXM, h € RT. Then, the
system (3.11) can be written as the form:

{Y(t = WBWY (t), t+t,

) (3.12)
Y(tﬁ) = [IM + h‘B‘W’]Y(tk), k eN,
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where h is a step size, Ijs is an identity matrix, |B| = diag(|5;;|), W and W' are the zero-
row-sum symmetric matrices with nonnegative off-diagonal elements and the diagonal el-
ements are — ZseNﬁS# ajs at time t and impulsive time ¢, respectively. Since L(G U G’) is

balanced and contains a spanning tree, one obtains that u = S Z Yij is invariant quantity.
(i,5)€E
Therefore,
Mij(t) = yij(t) = fi, € (te—1, i),
nij(tZ) = yi-(t;:) — i and n;;(t,; ) = n;;(ty), for all (4,5) € &£, with initial conditions
y(to) = y(0) = (yij(O))T, where n = (nij)T, (i,4) € € is an error vector. Thus,

{w) = |BIWn(®), t# b (313
n(t]) = Ma + ABWn(ty),  t=tr, keN.
Consider the Lyapunov function candidate as follows:

V(n)=n"n.
Similar to the proof of Theorem 1, by using the fact that (G U G’) is balanced and contains
a spanning tree together with condition (I), (/1) and Lemmas, we can prove that

1Yij(t) = pll = 0 as ¢ = oo or lim Byz(t) = p, ¥ (i,7) €€
This implies that, for t € (tx_1, tg],
Jim || Bijij (1) — B ()] = 0 for all (i, ), (k1) € €.

(Necessity) Suppose that L(G U G’) does not contain a spanning tree. Then, by Lemma
4, we have klim [Las + h|BIW'T*F # 1,y Hence,
— 00

lim ||Bixi;(t) — Brixw (t)|| # 0, for some (i,7), (k,1) € E.
t—00

This implies that the multi-agent system (2.1) under the protocol (3.7) cannot achieve
scaled consensus.

If the scalar scales of all edges are equal to one, then the consensus problem is solved
as in following corollary.

Corollary 2. Consider a directed communication network G with N nodes and M edges,
where the edge dynamics described as in (2.1). Then, the consensus protocol (3.8) solves
consensus of edge dynamics if and only if, for any initial state, the following conditions
are satisfied:

(I) the step size h satisfies

1
mami,j{zjej\/j75# ajst’
(II) there exists a constant 0 < o < 1 such that
(1 —a)Iy + AW +hW'T + R2WTW’ < 0;
(III) the line digraph L(G U Q') 1s balanced and contains a spanning tree.

0<h< (3.10)
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4. Simulations and discussion

In order to demonstrate the effectiveness of the theoretical results in this work, the
following example is provided.

Example 1. Consider a communication network of 8 agents denoted by 1 — 8, where the
dashed line refers to a communication at the impulsive time ty. Then, the communications
GUG' can be described as in Figure 1.

Figure 1: The communication net work G U G’.

In order to solve edge consensus problems, we first transform the graph GUG’ to its line
graph, using the same methodology as [14], denoted by L(G U G’), as shown in Figure 2.
It can be seen that L(GUG’) has 9 nodes, which are x12, X16, 23, T34, T38, T45, 47, T56, T78
and 12 edges.

- s *
l’ <
- # !
-7 4 \
- \
—_——— R A
\
.
\
~ A
“
N \

Figure 2: The communication network of L(G U G").
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According to the communication network G U G’, the adjacency matrix of G U G’ is
denoted by A and the Laplacian matrix of its line graph is —(Q), where

- - -2 1 1 0 0 0 0 0 0T
01000100
1 -2 0 0 0 0 O0 1 O
101 00O0O0O0
1 0 -3 1. 1 O O 0 O
01010001
00101010 0o 0 1 -4 1 1 10 0
A= and@=1|0 0 1 1 -3 0 0 0 1
00010100
o 0o o 1 o0 -3 1 1 O
10001 00O
o o0 o 1 o0 1 -3 0 1
0001 0O0O0T1
001000710 o 1 0 O O 1 0 -2 0
- - Lo o o o 1 0 1 0 -=2]

Let (8;;) = (0.75,2,—2,1,—1,1.5,—1.5,0.5, —0.5)7 € R? be the scalar scales of edges and
(z5(t0)) = (2.5,1,—1,0.5,—0.5,1.5, 1.5, —2,2)T € R? be the initial values of edges. By
choosing h = 0.125, one obtains that the condition (A1) holds. Moreover, by using MAT-
LAB, it can be seen that the condition (A2) is satisfied. Since the line graph L(G U G’)
is connected, theorem 1 can guarantee reaching scaled consensus of edge dynamics under
protocol (3.1) and the state trajectories of all edge can be described as in Figure 3.

State of each edge

Time

Figure 3: The state trajectory of each edge using protocol(3.1) with h = 0.125 and (f8i;) =
(0.75,2,-2,1,~1,1.5,—1.5,0.5, —0.5)7.
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In addition, when (8;;) = (1,1,1,1,1,1,1, 1)T the scaled consensus problems are the
usual consensus problems (see Figure 4).

2.5

State of each edge

Time

Figure 4: The state of each edge under protocol (3.1) with (8;;) = (1,1,1,1,1,1,1,1,1)" and h = 0.125.

However, if h is not satisfied the condition (A1), the protocol (3.1) cannot guarantee
reaching scaled consensus problem as shown in Figure 5.

It can be seen that protocols (3.1) and (3.7) can solve scaled consensus problems if
the step size is small enough satisfying (A1). In addition, our results demonstrate that
the scaled consensus problems on edge dynamics are solved if the communication network
L(GUG’) is balanced and contains a spanning tree (see Figure 3). On the other hand, if
the sampling period h is not satisfied the condition (A1), edge consensus cannot guarantee
(see Figure 5). Moreover, if the scalar scale 3;; = 1, the simulations results (see Figure
4) show the effectiveness and generalization of our theorems compared to the results of
[14, 18].

The paper’s theoretical contributions offer practical advancements in domains such as
autonomous vehicles and distributed energy systems, where scaled consensus protocols can
enhance both efficiency and reliability. By dynamically adjusting proportional metrics and
reducing communication demands, these protocols provide robust solutions for complex,
dynamic, and heterogeneous environments.

In autonomous vehicles, scaled consensus enables dynamic inter-vehicle distance ad-
justments based on individual capabilities like braking power or acceleration limits, im-
proving safety and traffic efficiency. The impulsive protocol’s ability to minimize commu-
nication frequency proves valuable in areas with intermittent connectivity, such as dense
urban networks or rural highways. Similarly, in distributed energy systems, scaled consen-
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800

600

B
=
(=]

-200

State of each edge
=]
i
c)

-400

-600

-800
0 10 20 30 40

Time

Figure 5: The state trajectories of all edges using the consensus protocol (3.1) with A = 0.3 and (f;;) =
(0.75,2,-2,1,~1,1.5, —1.5,0.5, —0.5)" .

sus facilitates proportional power distribution among resources like solar panels or wind
turbines, optimizing load balancing and efficiency. By reducing communication demands,
the approach ensures stable operation even during peak loads or in resource-constrained
networks. These methods also extend to applications in multi-robot systems and sensor
networks, where their scalability and adaptability support efficient task allocation and
data aggregation.

5. Conclusion

This paper presented impulsive protocols for scaled consensus in edge-dynamic multi-
agent systems. Using graph theory, matrix analysis, and Lyapunov stability, we derived
sufficient conditions for achieving scaled consensus under directed and undirected topolo-
gies, demonstrating robustness and efficiency in handling edge dynamics while ensuring
convergence to desired proportional ratios.

Numerical simulations validated the theoretical results, showcasing the protocols’ ef-
fectiveness in reducing communication overhead and accelerating convergence compared to
continuous-time methods. These findings underline the advantages of impulsive protocols
in dynamic and heterogeneous network environments.

The proposed protocols have significant real-world applications. In autonomous ve-
hicles, they ensure proportional inter-vehicle distances for safer and more efficient traffic
flow. In distributed energy systems, they balance power generation and consumption
across resources proportionally, optimizing energy utilization in smart grids. Additional
applications include robotics, sensor networks, and traffic management, where their scal-
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ability and adaptability provide practical advantages.

Future research will explore extensions to weakly connected graphs, highly dynamic
topologies, and adaptive mechanisms for real-time parameter tuning. Real-world imple-
mentations in autonomous systems and smart grids will further validate their practicality
and impact, establishing a foundation for broader adoption in complex multi-agent sys-
tems.
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