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1. Introduction

Mathematical modeling and simulation of financial derivatives have become increas-
ingly popular in recent years. When used correctly, financial derivatives help investors
optimize gains while reducing losses. These instruments serve two primary purposes: they
allow one party to hedge against risk, while offering the other party the potential for
substantial returns [44]. Derivatives are used to manage significant risks associated with
various financial assets, including fluctuations in the prices of commodities, stocks, bonds,
indices, and changes in exchange rates. Common examples of financial derivatives in-
clude European, American, and Asian options [44]. This study focuses on vanilla options,
including European and American options, as well as exotic options such as butterfly
spreads, double barriers, and digital options. Exotic options are frequently used in finan-
cial contracts due to their distinct characteristics and, unlike standardized options, are
customized to meet the specific requirements of investors.

A European option, which can only be exercised on its expiration date, is commonly
referred to as a vanilla option. In contrast, an American option offers more flexibility to
investors, as it can be exercised at any point before or on the expiration date. However,
this flexibility adds a computational challenge, as it requires determining both the option’s
value and the optimal exercise point at each time step. The American option model is
reformulated as a moving boundary problem. To manage the variable boundary inherent
in the American put option model, a penalty source term approach is employed. This
method introduces a minor, continuous penalty term [40] into the Black-Scholes equa-
tion [26], thereby removing the free boundary and reformulating the problem as a fixed
boundary value problem. The Black-Scholes (B-S) model represents an innovative method,
categorized as a convection-diffusion partial differential equation (PDE). This classifica-
tion arises from the assumption within the risk-neutral probability framework that stock
prices follow a Brownian motion. While some alternative models offer closed-form solu-
tions, many realistic scenarios require numerical methods due to their complex dynamics.
Thus, developing efficient and accurate numerical techniques is crucial for effectively eval-
uating these PDE models in option pricing.

Various numerical techniques have been documented in recent publications, including
finite element methods [51] and finite difference methods [11]. These approaches have
demonstrated considerable success in computational finance, typically generating results
with a high degree of accuracy. A recent study [11] highlighted an effective extrapolation
method for one-dimensional European and digital options that achieved improved preci-
sion. Nonetheless, radial basis function (RBF) based numerical algorithms present strong
alternatives due to their spectral accuracy, straightforward coding, adaptability for both
uniform and scattered nodes, and ease of implementation in higher-dimensional spaces.
Various researchers have explored meshless methods to accurately evaluate PDE models
in computational finance [1, 12, 29]. For instance, in [42], the authors introduced the
radial basis point interpolation technique for solving the B-S model related to American
and European options with a single asset, proposing various numerical methods. Similarly,
other meshless methods [2, 25, 45, 48] have been developed to efficiently address American
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and other option models.
Solving partial differential equations (PDEs) can be quite challenging due to their

complexity, which often renders traditional methods ineffective. As a result, there is a
growing demand for efficient computational techniques that provide accurate approxima-
tions. Among various techniques, meshless methods have demonstrated effectiveness and
accuracy, making them suitable for a diverse array of both fractional and non-fractional
PDEs. Several meshless approaches are available, including the moving least squares
method, the natural element method, the reproducing kernel particle method, the mesh-
less RBF methods, and meshless methods based on Lucas and Fibonacci polynomials.
The primary objective of this study is to implement a hybrid method that utilizes the
connection between Fibonacci and Lucas polynomials to numerically solve the proposed
fractional model. The method integrates the Strang splitting technique with the Liouville-
Caputo fractional derivative framework to address the temporal aspect. This approach fa-
cilitates the application of higher-order derivatives, improves accuracy even with a coarser
number of collocation points, and ultimately reduces computational costs. Additionally,
these polynomials are known for their beneficial applications in differential equations
(DEs). Previous research has shown that effectively tackling boundary value problems
necessitates an understanding of the relationship between Lucas and Chebyshev polyno-
mials. For example, the Lucas polynomials have proven useful in solving higher-order
DEs [19]. Additionally, studies indicate that Fibonacci polynomials can be employed to
solve Volterra-Fredholm integral DEs effectively [39]. Moreover, a hybrid method that
integrates Taylor and Lucas polynomials for solving delay difference equations has also
been proposed [13]. The integration of hybrid Fibonacci and Lucas polynomial algorithms
has enabled innovative solutions for time-dependent PDEs [41]. Furthermore, the integra-
tion of Lucas polynomials with finite difference techniques has yielded efficient numerical
schemes for diverse PDE models [4, 6].

1.1. Motivation

This study focuses on developing a relatively new numerical method for solving the
time-fractional Black-Scholes model (TFBSM), applicable to various financial derivatives,
including digital options, butterfly spreads, double barriers, and traditional options (both
European and American). The proposed solution integrates the Strang splitting technique
with the Liouville-Caputo fractional derivative framework to handle the temporal aspect.
For spatial derivatives, a meshless method using Fibonacci and Lucas polynomials is em-
ployed. Given the complexity of fractional PDE models, accurate and efficient numerical
methods are essential, as they often hinder the availability of closed-form analytical so-
lutions. This study develops a robust numerical framework for managing the TFBSM
applied to complex option structures. Additionally, the non-orthogonality of Lucas and
Fibonacci polynomials, unlike orthogonal polynomials such as Chebyshev, removes the
necessity for interval transformations. This simplification enhances the approximation
of higher-order derivatives for unknown functions. As a result, the method boosts com-
putational accuracy, even with coarser discretizations, and offers a stable approach to



Imtiaz Ahmad et al. / Eur. J. Pure Appl. Math, 18 (1) (2025), 5793 4 of 27

addressing the complexities inherent in fractional PDEs.
The structure of this paper is organized as follows: Section 2 introduces essential

concepts and foundational principles in fractional calculus and polynomial theory. Section
3 presents an overview and literature review of the Black-Scholes model. Section 4 details
the proposed numerical methodology. In Section 5, the numerical results are presented
and analyzed. Lastly, Section 6 provides concluding remarks.

2. Basic Concepts in Polynomial Theory and Fractional Calculus

Fractional derivatives are essential operators in fractional calculus [9, 36, 37], with
applications spanning various fields such as physics, biology, magnetohydrodynamics, en-
gineering, and finance. This mathematical framework enables the effective modeling of
intricate processes exhibiting fractal characteristics, memory effects, and non-local inter-
actions. Below are some widely utilized definitions of fractional derivatives.
Definition 1: The Caputo’s fractional derivative [15]:

∂ηP(A, T )

∂T η
=

1

Γ (1− η)

T∫
0

∂P(A, ζ)

∂ζ
(T − ζ)−η dζ, 0 < η < 1. (1)

Definition 2: The Riemann-Liouville derivative [32]:

∂ηP(A, T )

∂T η
=

1

Γ (1− η)

d

dT

T∫
T

(P(A, ϑ)− P(A, T ))

(ϑ− T )η
dϑ, 0 < η < 1. (2)

2.1. Lucas and Fibonacci Polynomial Theory

This section is dedicated to defining and applying Lucas and Fibonacci polynomials
for the approximation of unknown functions and their derivatives.

Lucas polynomials [10]: Lucas polynomials can be expressed using a three-term re-
currence relation:

Lk(A) = kLk−1(A) + Lk−2(A), k ≥ 2, (3)

with the initial values L0(A) = 2 and L1(A) = A. By allowing Eq. (3) to generate a
sequence of Lucas numbers A = 1.
Fibonacci polynomials [10]: Fibonacci polynomials, which are an extension of Fibonacci
numbers, are defined using a three-term recurrence relation:

Fk(A) = kFk−1(A) + Fk−2(A), k ≥ 2. (4)

Starting with F0(A) = 0 and F1(A) = 1, the sequence proceeds. Equation (4) yields the
well-known Fibonacci number sequence for A = 1.
Lemma[10]: The derivative of order m of the kth Lucas polynomial, represented by
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Lk(A), can be formulated using the kth Fibonacci polynomial, Fk(A), in the following
way:

L
(m)
k (A) = kFk(A)Dm−1, Dm−1 = D ×D ×D · · · D︸ ︷︷ ︸

(m−1)time

. (5)

In this context, D denotes the (M + 1)× (M + 1) matrix, which is written as follows:

D =


0 0 . . . 0
0
... d
0

 ,

where the computation of d follows [10]:

dij =

{
i sin (j−i)π

2 , if j > i,

0, otherwise.

2.2. Approximation of Function

Let P(A) be a continuous function, and suppose that P ∈ L2(R). In this case, P can
be represented as the following linear combination of the kth Lucas polynomials:

P(A) =
∞∑
k=0

ΛkLk(A). (6)

Here, Λk refers to the unknown coefficients, while Lk(A) signifies the Lucas polynomials.
Likewise, a linear combination of the kth Fibonacci polynomials allows for the expansion
of P(A) under the same conditions, as shown below:

P(A) =
∞∑
k=0

ΛkFk(A).

Here, the Fibonacci polynomials are represented as Fk(A), and the unknown coefficients
are indicated by Λk.
The first-order derivative of the function P(A) can be obtained by expanding it using the
Lucas polynomial series.

P ′(A) =
∞∑
k=0

ΛkL
′
k(A). (7)

For the function P(A), the associated mth order derivative is as follows:

Pm(A) =

∞∑
k=0

ΛkL
(m)
k (A), (8)
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where

Pm(A) =
dmP(A)

dAm
, L

(m)
k (A) =

dmLk(A)

dAm
.

The Eqs. (7) and (8) can be expressed using the relationship defined in (5):

P ′(A) =
∞∑
k=0

ΛkkFk(A), (9)

In the same way, the mth derivative can be found using the formula below:

P(m)(A) =
∞∑
k=0

ΛkkFk(A)Dm−1, (10)

in which D and Dm−1 are previously defined.
Remark 1: Truncated Lacus and Fibonacci polynomial series are commonly utilized in
numerical computations to express P(A) and its mth derivative. Specifically, we examine
the following:

P(A) ≃
M∑
k=0

ΛkLk(A), M ∈ N,

and

P(m)(A) ≃
M∑
k=0

ΛkL
(m)
k (A) =

M∑
k=0

ΛkkFk(A)Dm−1, M ∈ N. (11)

3. Fractional Black-Scholes Models

Fractional derivatives serve as an effective tool for capturing the memory and hered-
itary characteristics of various materials [8, 30, 31]. These derivatives are particularly
relevant when examining differential equations within the framework of fractal geometry
and dynamics [3, 5, 7, 14, 43]. The discovery of fractal structures in finance has led to
a growing interest in fractional models. As a result, fractional-order PDEs have been
incorporated into financial modeling to better represent complex financial dynamics by
replacing classical Brownian motion with fractional Brownian motion in stochastic pro-
cesses. To effectively depict memory effects, one must comprehend the non-local character
of integrals and fractional derivatives [24]. In their work, Jumarie [33] introduced time-
and space-fractional B-S models utilizing a fractional Taylor series expansion approach.
Farhadi et al. [24] employed a TFBSM to account for the influence of memory effects on
trend dynamics, while Liang et al. [38] developed bifractional B-S models tailored to op-
tion pricing applications. Further research in this area remains essential and valuable, as
fractional B-S partial differential equations continue to pose increasing challenges in terms
of solution complexity. Various numerical methods have been applied to price European
options using fractional B-S models. Yavuz et al. [49] utilized the Laplace homotopy
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analysis method for pricing options. In their work, Cen et al. [17] applied an integral ap-
proach for time discretization alongside central differencing on a piecewise uniform mesh
for spatial discretization.

In a finite-moment log-stable framework, Chen [22] solved fractional B-S model in term
of the American option. Using a power penalty technique in conjunction with a finite-
difference scheme. For both hazardous and risk-free assets, the conventional B-S model
has proven successful in pricing options in a full market with no transaction costs. But
when transaction costs are present, this strategy falls short because complete hedging is
unachievable [23]. Edeki et al. [46] used modified differential transform method for the
solution of the nonlinear TFBSM. Furthermore, Chen et al. [20] implemented the penalty
method to address fractional-order American put options. A predictor-corrector technique
specifically designed for American options was presented by Chen et al. [22]. Zhou et al.
[52] used a combination of the finite difference method and the Laplace transform technique
to solve American options.

Cartea et al. [16] addressed exotic option pricing using the shifted Grűnwald-Letnikov
scheme, while Chen et al. [21] provided a closed-form analytical solution for double barrier
options, highlighting their significance, applications, and advantages. These options are
typically less expensive than standard vanilla options but still allow holders to benefit
from fluctuations in the spot price, whether upward or downward. The payout to the
holder depends on the underlying asset breaching two barriers, Bl and Br. For pricing
double barrier options, Zhang et al. [50] introduced an implicit discrete scheme, Golbabai
et al. [27] proposed the moving least-squares technique, and [28] presented a meshless
radial basis function method.

In model (12), it is assumed that the underlying asset adheres to a conventional ge-
ometric Brownian motion, while the fluctuations in option prices are modeled based on
fractal transmission patterns [21, 50]. The boundary and terminal conditions for the
time-fractional Black-Scholes model used in option pricing are defined as follows [21, 50]:

∂ηP
∂tη

= −1

2
ς2A2 ∂

2P
∂A2

− ϵA∂P
∂A

+ rP, 0 < η ≤ 1, 0 ≤ t ≤ T,A ≥ 0,

P(A, T ) = F(A),

P(0, t) = F1(t), P(+∞, t) = F2(t).

(12)

The payoff function serves as the initial condition for an initial value problem that reformu-
lates model (12) through a linear transformation T = T − t of the variable. Consequently,
this leads to a redefinition of the boundary and initial conditions for the fractional PDE
model.

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− rP,

P(A, 0) = F(A),

P(0, T ) = F1(T ), P(+∞, T ) = F2(T ).

(13)

When η = 1, Eq. (13) simplifies to the standard Black-Scholes model. In this scenario,
we implement the proposed method to derive the numerical solution by examining three
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models. For European options, we utilize the TFBSM [18]:

∂ηP
∂T η

− 1

2
ς2A2 ∂

2P
∂A2

− ϵA∂P
∂A

+ ϵP = 0, (A, T ) ∈ (0,Amax)× (0, T ),

P(A, 0) = F(A),

P(0, T ) = F1(T ), P(Amax, T ) = F2(T ).

(14)

For American put options with penalty term approach [35] is given as follow using TFBSM.
This formulation extends the model presented in [25] from a fixed domain to incorporate
time-fractional orders.

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP +
µC

P + µ− q(A)
, (A, T ) ∈ (0,Amax)× (0, T ),

P(A, 0) = max(E − A, 0),

P(0, T ) = E , lim
A→∞

P(A, T ) = 0.

(15)

The initial stock price is denoted as A0, while the current stock price is represented by A,
with the condition that 0 < η ≤ 1. The volatility of returns is indicated by ς(≥ 0), and
ϵ signifies the risk-free interest rate where E is exercise price, T refers to the time until
expiration, and ρ represents market liquidity. The option price is expressed as P(A, T ),
with the additional conditions that C ≥ ϵE , 0 < µ ≪ 1, and q(A) = E − A.

4. Proposed Methodology

The hybrid meshless method proposed in this section aims to approximate the two-
term time-fractional model Eqs. (14)-(15). To facilitate the discussion, we provide the
following notation:

Pn+1(A) = P(A, T n+1), Pn+1
i = P(Ai, T n+1),

here the collocation points are denoted by Ai and the time-step size is represented by ∆T ,
and T n = n×∆T :

Ai = a+ ihA (i = 1, 2, · · · ,M, M ∈ N).

In the spatial domain hA = (b−a)/M , the spatial step sizes are denoted by hA = (b−a)/M .

4.1. Temporal Discretization

An approximation error of order O(∆T 2−η) is obtained for the discrete formulation at
the (n+ 1)th time level by employing the established L1 formula, with the condition that
0 < η ≤ 1 [4].

∂ηP(A, T n+1)

∂T η
=

1

Γ(1− η)

∫ T n+1

0

∂P(A, ζ)

∂ζ
(T n+1 − ζ)−ηdζ,
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=
1

Γ(1− η)

n∑
k=0

∫ (k+1)×∆T

k×∆T

∂P(A, ζ)

∂ζ
(T n+1 − ζ)−ηdζ,

=
1

Γ(1− η)

n∑
k=0

[
Pk+1A−PkA

∆T
+O(∆T )

] ∫ (k+1)×∆T

k×∆T
((k + 1)∆T − ζ)−ηdζ.

Following integration, it gives:

∂ηP(A, T n+1)

∂T η
=


Aη

∑n
k=0Kη(k)

[
Pn−k+1A−Pn−kA

]
+O(∆T 2−η), 0 < η < 1,

Pn+1A−PnA
∆T +O(∆T ), η = 1,

(16)

where Aη = ∆T −η

Γ(2−η) and Kη(k) = (k + 1)1−η − (k)1−η. Thus, by omitting the error term,
we can write:

∂ηP(A, T n+1)

∂T η
= Aη

[
Pn+1A−PnA

]
+Aη

n∑
k=1

Kη(k)
[
Pn−k+1A−Pn−kA

]
, (17)

with Kη(k) = 1, k = 0.
Let’s rewrite Eq. (14) prior to implementing the θ-weighted scheme:

∂ηP(A, T )

∂T η
= LP(A, T ), A ∈ Ω ⊂ R, 0 < η ≤ 1, T > 0, (18)

with the conditions

P(A, 0) = P0A, P(A, T ) = f1(A, T ), A ∈ ∂Ω, (19)

where L = 1
2 ς

2A2 ∂2P
∂A2 + ϵA∂P

∂A − ϵP.
We now apply the θ-weighted rule, which converts Eq. (18) to:

∂ηP(A, T )

∂T η
= θLPn+1(A, T ) + (1− θ)LPn(A, T ). (20)

Using Eq. (16), we get:

AηPn+1(A)− θLPn+1(A) = AηPn(A) + (1− θ)LPn(A)−Qn
η (A), (21)

where

Qn
η (A) = Aη

n∑
k=1

Kη(k)
[
Pn−k+1(A)− Pn−k(A)

]
.
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Thus far, Eq. (21) serves as the time-discrete representation of Eq. (18).
Furthermore, the Strang splitting algorithm, a well-established technique for decom-

position, is applied in the time dimension and is formulated as follows [44, 47]:

∂P1

∂T
= L1P1(T ) with T ∈ [T n, T n+1/2] and P1(T n) = Pn

sp, (22)

∂P2

∂T
= L2P2(T ) with T ∈ [T n, T n+1] and P2(T n) = P1(T n+1/2), (23)

∂P3

∂T
= L1P3(T ) with T ∈ [T n+1/2, T n+1] and P3(T n+1/2) = P2(T n+1), (24)

where L1P(T ) = 1
2 ς

2A2 ∂2P
∂A2 , L2P(T ) = rA∂P

∂A − rP, and Pn
sp = P0 is the initial solution

defined for the Eq. (18).

4.2. Space Discretization

An alternative way to express the function P(A) is through a truncated series expan-
sion involving Lucas polynomials.

P(A) ≃
M∑
k=0

ΛkLk(A). (25)

Equation (25) can be write as:
P(A) ≃ LT(A)Λ, (26)

with Λ = [Λ0,Λ1,Λ2, · · · ,ΛM ]T and LT(A) = [L0(A), L1(A), L2(A), · · · , LM (A)].
Partial derivatives of P(A) can be calculates as:

∂P(A)

∂A
≃

M∑
k=0

Λk
dLk(A)

dA
= LT

A(A)Λ,

and

∂2P(A)

∂A2
≃

M∑
k=0

Λk
d2Lk(A)

dA2
= LT

AA(A)Λ,

where LT
A(A) = { ∂

∂ALk(A)}Mk=0 = {dLk(A)
dA }Mk=0 and LT

AA(A) = { ∂2

∂A2Lkm(A)}Mk=0 =

{d2Lk(A)
dA2 }Mk=0.

One can refined further as:
∂P
∂A

≃
(
LT
A(A)

)
Λ. (27)

∂2P
∂A2

≃
(
LT
AA(A)

)
Λ. (28)
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The function P(A, T ) and its partial derivatives can be expressed as follows:

P(A, T ) ≈ LT(A)Λ(T ),
∂P(A, T )

∂A
≈ LT

A(A)Λ(T ),
∂2P(A, T )

∂A2
≈ LT

AA(A)Λ(T ).

(29)

Let Λ(T ) represent the vector of unknown coefficients that vary with time. By combining
the results from Eq. (29) and Eq. (21), the following expression is obtained:

(Aη)L(A)Λn+1 − θ

(
1

2
ς2A2LT

AA(A) + ϵALT
A(A)− ϵLT(A)

)
Λn+1 (30)

= (Aη)L(A)Λn + (1− θ)

(
1

2
ς2A2LT

AA(A) + ϵALT
A(A)− ϵLT(A)

)
Λn −Qn

η (A).

The boundary conditions:

BL(A)Λn+1 ≈ f1(A, T n+1) = fn+1
1 (A), ∀A ∈ ∂Ω, (31)

where Λn = Λ(T n).

4.3. Full Discretization

We utilize collocation on Eqs. (30) and (31) at the discrete mesh points Ai associated
with the corresponding time levels to formulate the discrete representation of the model
given in Eq. (18). As a result, we obtain the following:

(Aη)L(Ai)Λ
n+1 − θ

(
1

2
ς2A2

iL
T
AA(Ai) + ϵALT

A(Ai)− ϵLT(Ai)

)
Λn+1

= (Aη)L(Ai)Λ
n + (1− θ)

(
1

2
ς2A2

iL
T
AA(Ai) + ϵALT

A(Ai)− ϵLT(Ai)

)
Λn −Qn

η (Ai),

and
BL(Ai)Λ

n+1 ≈ f1(Ai, T n+1) = fn+1
1 (Ai), ∀Ai ∈ ∂Ω,

where i = 0, 1, 2, · · · ,M . In matrix-vector form:

GΛn+1 = HΛn +Qn+1. (32)

The entries of the matrix in this case are defined as follows:

(G)i =

{
(Aη)L(Ai)− θ

(
1
2 ς

2A2
iL

T
AA(Ai) + ϵALT

A(Ai)− ϵLT(Ai)
)
, Ai ∈ Ω,

BL(Ai), Ai ∈ ∂Ω,
(33)

(H)i =

{
(Aη)L(Ai) + (1− θ)

(
1
2 ς

2A2
iL

T
AA(Ai) + ϵALT

A(Ai)− ϵLT(Ai)
)
, Ai ∈ Ω,

0, Ai ∈ ∂Ω,

(34)
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and

(Q)i =

{
−Qn

η (Ai), Ai ∈ Ω,

f1(Ai, T n+1), Ai ∈ ∂Ω.
(35)

The methodological framework for Eq. (18) has been completed up to this stage. Accord-
ing to [41], it is assured that the linear system defined by Eq. (32) possesses a solution.
At each time step, we can determine the vector of unknown coefficients by solving Eq.
(32). The procedure is initiated using the first condition as follows:

LT(Ai)Λ
0 = P(Ai, 0) = P0 =⇒ AΛ0 = P0.

Upon solving, we obtain Λ0. Equation (32) demonstrates that this iterative procedure
continues until the desired time level is achieved. Subsequently, the coefficient vector is
computed to determine the solution at the specified time step.

P(Ai, t
n) = LT(Ai)Λ

n, ∀Ai ∈ Ω, (n ≥ 0).

5. Numerical Analysis of Computational Simulations

This study assesses the proposed method in terms of accuracy, convergence order, and
applicability. The evaluation includes both vanilla and exotic options. We employed the
maximum error (L∞) norm to measure accuracy.

L∞ = max|Pex − P|,

where Pex and P denote the precise and numerical values respectively. Consider the
following model equation [50]:

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP + f(A, T ), (A, T ) ∈ (0,Amax)× (0, T ),

P(0, T ) = 0, P(Amax, T ) = 0,

P(A, 0) = A2(1−A).

(36)

We define f as follows:

f =

(
2T 2−η

Γ(3− η)
+

2T 1−η

Γ(2− η)

)
A2(1−A)− (T +1)2[x(2−6A)+y(2A−3A2)− zA2(1−A)].

This expression is selected so that P = (T + 1)2A2(1 − A) serves as the exact solution
to Eq. (36). The parameters for this scenario are defined as follows: ς = 0.25, ϵ = 0.05,
Amax = 1, x = 1

2 ς
2, y = ϵ− a, z = ϵ, and T = 1.

The convergence rates and slopes of the Problem 5 are illustrated in Figure 1, where
they are compared to the implicit discrete scheme (IDS) [50] and the local RBF collocation
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method (LRBFCM) [1]. The figure demonstrates that the results obtained from the pro-
posed method exhibit greater accuracy than those from the other methods. Additionally,
the numerical solution for nodal points M = 64, fractional-order η = 0.7, and η = 1 is
presented in Figure 2. The numerical outcomes obtained from the proposed methodology
exhibit a high degree of concordance with the exact solutions.
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log(h)
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Figure 1: Comparative analysis of the proposed method with the LRBFCM [1] and IDS
[50] in terms of L∞ for various spatial steps h in Problem 5.
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Figure 2: Numerical and exact solution for η = 0.7 (left) and η = 1 (right) for Problem 5.

Initially, examine the time-fractional model described by Eq. (14), focusing on the
butterfly spread call option. This option is defined by three strike prices: S1, S2 and S3

where S1 < S2 < S3 and S2 =
S1+S2

2 .

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP, (A, T ) ∈ (0, Br)× (0, T ),

P(0, T ) = 0, P(Br, T ) = 0,

P(A, 0) = max(A− S1, 0)− 2max(A− S2, 0) + max(A− S3, 0),

(37)
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Table 1: Comparative results of the proposed approach with the LMCM [29] are presented using

L∞ norms for Problem 5.

η Method M = 61 M = 121 M = 241 M = 481 M = 961

0.3 LMCM [29] 1.3954e−04 3.5386e−05 8.8776e−06 2.3228e−06 1.0259e−06
Proposed method 7.8320e−05 9.1639e−06 5.4617e−06 9.5813e−07 8.4187e−07

0.5 LMCM [29] 1.2142e−04 3.0580e−05 7.6584e−06 2.0221e−06 9.7377e−07
Proposed method 7.8355e−05 9.6832e−06 4.8274e−06 9.2025e−07 6.4002e−07

0.7 LMCM [29] 8.7415e−05 2.1697e−05 5.4133e−06 1.4676e−06 8.7138e−07
Proposed method 4.5277e−05 8.1539e−06 1.7841e−06 8.4630e−07 6.2771e−07

0.9 LMCM [29] 3.0188e−05 7.5350e−06 1.8837e−06 5.6087e−07 7.0604e−07
Proposed method 1.0605e−05 4.5635e−06 8.2638e−07 4.0256e−07 5.8730e−07

where strike prices S1 = 0.4, S2 = 0.5, S3 = 0.6, ϵ = 0.1, ς = 0.5 and T = 1 (year) are
the parameters values according to [44].
Using a double mesh approach for Problem 5, the findings shown in Table 1 contrast the
suggested approach with the LMCM [29], emphasizing the maximum error at different η
values. The accuracy of the proposed method improves as the number of nodal points
increases, producing results that surpass those reported in [29]. Figure 3 illustrates the
outcomes of the proposed approach for different fractional order values of η. It indicates
that when the asset price A is near the strike prices S1 and S3, the model tends to
yield lower option prices; conversely, higher prices are observed when A is close to the
strike price S2. This suggests that the time-fractional Black-Scholes process provides a
more realistic portrayal of the characteristics associated with significant price movements
compared to the traditional integer-order Black-Scholes model. Additionally, Figure 4
displays the solution of the butterfly spread option in term of asset (A), time T versus
option pricing value for fractional orders η = 0.3 and η = 0.7. Furthermore, we compute
the gamma of the options portfolio, which reflects how the delta of the portfolio changes
in response to fluctuations in the underlying asset price, along with the delta of an option
itself, which measures the sensitivity of the option’s value to shifts in the asset price. The
numerical values of delta and gamma for the butterfly spread option across a range of η
values are shown in Figure 5.

Examine the model represented by Eq. (14), which involves a digital call or cash-or-
nothing call option.

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP, (A, T ) ∈ (0, Bϵ)× (0, T ), (38)

with payoff function boundary conditions:

P(A, T ) =


0 for A < S,

0.5 for A = S,

1 for A > S.

(39)
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Figure 3: Numerical solution of the fractional-order η butterfly spread option for Problem
5.
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Figure 4: Numerical solution of the butterfly spread option for fractional orders η = 0.3
(left) and η = 0.7 (right) in Problem 5.

V (A, 0) =

{
0 for A = 0,

e−r(T−T ) for A → ∞,
(40)

where the parameters ϵ = 0.05, S = 0.5, ς = 0.2, and T = 1 (year) [44].
The results obtained from applying the double mesh method to Problem 5 and comparing
them with those from the LMCM [29] are presented in Table 2 for different fractional
orders η. The data indicate that the proposed method outperforms the LMCM [29], as
reflected in the table. Furthermore, the accuracy improves with an increasing number
of nodes. Figure 6 displays the option prices at various η values. Additionally, Figure
7 illustrates the three-dimensional profile of the digital call option for fractional orders
η = 0.3 and η = 0.7. Lastly, Figure 8 presents the delta and gamma of the digital call
option across different η values. Examine the equation presented in Eq. (14) pertaining
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Figure 5: Numerical solution of ∆ and Γ for the butterfly spread option with fractional
orders η in Problem 5.

Table 2: A comparison of the proposed approach with the LMCM [29] is made using L∞ norms

for Problem 5.

η Method M = 61 M = 121 M = 241 M = 481 M = 961

0.3 LMCM [29] 1.0159e−03 2.5886e−04 6.5008e−05 1.6627e−05 7.1306e−06
Proposed method 7.6382e−04 9.0435e−05 4.0917e−05 7.3491e−06 4.5375e−06

0.5 LMCM [29] 8.4988e−04 2.1518e−04 5.3940e−05 1.3876e−05 6.7375e−06
Proposed method 3.5562e−04 8.5784e−05 2.5383e−05 6.3471e−06 2.3566e−06

0.7 LMCM [29] 6.1047e−04 1.5205e−04 3.7943e−05 9.9106e−06 6.2241e−06
Proposed method 3.4860e−04 6.9042e−05 1.1684e−05 7.1095e−06 2.4261e−06

0.9 LMCM [29] 3.9657e−04 1.0060e−04 2.5239e−05 6.3455e−06 5.4104e−06
Proposed method 9.9648e−05 6.7810e−05 1.1105e−05 3.5633e−06 1.7319e−06

to the double barrier knock-out call option model [50]

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ (ϵ−D)A∂P
∂A

− ϵP, (A, T ) ∈ (Bl, Bϵ)× (0, T ),

P(Bl, T ) = p1(T ), P(Bϵ, T ) = p2(T ),

P(A, 0) = q(A),

(41)

where q(A) = max(A−S, 0), p1(T ) = p2(T ) = 0 and other parameter values are ς = 0.45,
D = 0.01, ϵ = 0.03, Br = 15, Bl = 3, T = 1 (year) and S = 10 as given in [21, 50].
The outcomes are depicted in Figure 9 for various values of η. The model demonstrates
that option prices decline when the asset price A is below the strike price S. In contrast,
for in-the-money options, where A > S the prices are elevated. Furthermore, Figure 10
presents the numerical solution for the double barrier knock-out option at η = 0.3 and
η = 0.7. The European call options is consider in the following equation using TFBSM
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Figure 6: Numerical solution of the fractional-order η digital option for Test problem 5.
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Figure 7: Numerical solution of the digital option for fractional orders η = 0.3 (left) and
η = 0.7 (right) in Problem 5.

[18]:

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP, (A, T ) ∈ (0,Amax)× (0, T ),

P(0, T ) = 0, P(Amax, T ) = Amax − Ee−rT , T ∈ (0, T ),

P(A, 0) = max(A− E , 0).

(42)

with ς = 0.3, ϵ = 0.04, E = 10, T = 1, and Amax = 40.

The outcomes produced by the proposed method are compared with those from the
CDM [18] and LRBFCM [1], and they are evaluated using the L∞ error norm, as presented
in Table 3. Given that there is no exact solution for Problem 5, the double mesh technique
was employed to approximate the error norm. The results indicate that the proposed
approach demonstrates superior accuracy compared to both CDM [18] and LRBFCM [1],
as detailed in Table 3. Additionally, the numerical solutions obtained from the proposed
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Figure 8: Numerical solution of ∆ and Γ for the digital option with fractional orders η in
Problem 5.

method for various fractional orders are illustrated in Figure 11. Specifically, Figure 12
depicts the numerical solution for a European call option with η = 0.7 and M = 41.

Table 3: A comparison of the proposed approach with the methods in reported in [1, 18]
is made using L∞ norms for Problem 5.

M = 64 M = 128
η Proposed Method CDM[18] LRBFCM [1] Proposed Method CDM[18] LRBFCM [1]
0.1 9.7328e−4 1.2029e−3 3.7775e−3 1.8301e−4 2.9366e−4 9.4820e−4
0.3 9.4581e−4 1.1477e−3 3.6010e−3 1.5016e−4 2.7890e−4 9.0293e−4
0.5 8.5899e−4 1.0952e−3 3.4144e−3 1.0164e−4 2.6816e−4 8.5492e−4
0.7 8.1536e−4 1.0831e−3 3.2257e−3 9.6493e−5 2.6511e−4 8.0467e−4
0.9 7.9455e−4 1.1384e−3 3.0512e−3 8.8433e−5 2.7875e−4 7.7231e−4
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Figure 9: Numerical solution of the fractional-order η the double barrier option for Test
problem 5.
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Figure 10: Numerical solution of the double barrier option for fractional orders η = 0.3
(left) and η = 0.7 (right) in Problem 5.
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Figure 12: Numerical solution of the European option for M = 41 and η = 0.7 in Problem
5.
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Figure 11: Numerical solution for various values of η for Problem 5.

The American put option is taken into account using the following TFBSM, utilizing
the penalty term method:

∂ηP
∂T η

=
1

2
ς2A2 ∂

2P
∂A2

+ ϵA∂P
∂A

− ϵP +
µC

P + µ− q(A)
, (A, T ) ∈ (0,Amax)× (0, T ),

P(0, T ) = E , P(Amax, T ) = 0, T ∈ (0, T ),

P(A, 0) = max(E − A, 0).

(43)

with parameters E = 1, ϵ = 0.1, ς = 0.2, C = rE , µ = 0.01, q(A) = E − A, Amax = 2 and
T = 1.

The model equation presented in Eq. (43) does not have an exact solution. To evaluate
accuracy, we applied the double mesh procedure. Table 4 presents a comparison for
η = 1 between the proposed method and the reference price [25], along with other current
methodologies [1, 25, 34]. Additionally, the numerical solutions for various values ofM and
η are provided in Table 5. Figure 13 displays the matching slopes and convergence rates.
Moreover, Figure 14 shows a surface plot for an American put option with parameters
η = 0.5 and M = 21.
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Table 4: A comparison of the proposed approach with a reference solution [25], obtained
using very fine nodes, as well as with other methods, is presented for T = 1 and η = 1
values in Problem 5.

Reference Proposed LRBFCM
A price [25] method [1] [25] [34]

0.6 0.4000037 0.4000039 0.4000043 0.4000176 0.4000185
0.7 0.3001161 0.3001180 0.3001216 0.3001007 0.3002333
0.8 0.2020397 0.2020307 0.2020324 0.2019901 0.2022428
0.9 0.1169591 0.1169463 0.1168272 0.1165422 0.1154885
1.0 0.0602833 0.0602845 0.0601380 0.0597033 0.0580422
1.1 0.0293272 0.0293238 0.0292004 0.0287648 0.0276763
1.2 0.0140864 0.0140863 0.0140160 0.0136840 0.0132349
1.3 0.0070408 0.0070417 0.0070086 0.0068192 0.0066983
1.4 0.0038609 0.0038609 0.0038484 0.0037485 0.0037539

Table 5: Comparative results of the proposed approach with the LMCM [29] are presented
using L∞ norms for Problem 5.

η Method M = 21 M = 41 M = 81 M = 161

0.9 LRBFCM[1] 5.7315e−3 8.3826e−4 1.6169e−4 4.7204e−5
Proposed Method 8.7368e−4 2.3298e−4 6.5822e−5 1.0377e−5

0.7 LRBFCM[1] 5.8620e−3 1.1410e−3 2.3723e−4 2.0000e−4
Proposed Method 8.9310e−4 5.2644e−4 7.5681e−5 7.4367e−5

0.5 LRBFCM[1] 6.0068e−3 1.3576e−3 7.5219e−4 5.6710e−4
Proposed Method 9.0376e−4 5.5783e−4 8.2655e−5 9.6883e−5

0.3 LRBFCM[1] 2.3432e−3 2.5194e−3 1.5109e−3 6.7021e−4
Proposed Method 9.7833e−4 6.8201e−4 5.9836e−4 1.4356e−4
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Figure 13: Numerical solution the proposed method in terms of L∞ for various spatial
steps h in Problem 5.

Figure 14: Numerical solution of the American option for M = 21 and η = 0.5 in Problem
5.

6. Conclusion

This study presents an effective numerical method for solving the time-fractional Black-
Scholes model for various options, including both vanilla options (like European and Amer-
ican options) and exotic options (such as butterfly spreads, double barriers, and digital op-
tions). The proposed hybrid meshless technique integrates the Strang splitting algorithm
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with Lucas and Fibonacci polynomials to address fractional partial differential equation
challenges. The method’s effectiveness is showcased through detailed tables and figures
that provide an objective assessment of its performance across various criteria. Significant
insights were gained during the numerical experiments. Tests were conducted with varying
fractional parameter values η to highlight the benefits of the time-fractional Black-Scholes
model in comparison to the traditional Black-Scholes model for both call and put op-
tions. Furthermore, the proposed method demonstrated greater accuracy and efficiency
than existing techniques reported in the literature. Consequently, this approach shows
substantial potential for application in various option pricing models, as well as in other
areas involving partial differential equations in finance and fields that utilize fractional
derivatives.
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